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Forewords

A subordinator is an increasing process that has independent and homogeneous
increments. Subordinators thus form one of the simplest family of random processes in
continuous time. The purpose of this course is two-fold: First to expose salient features
of the theory and second to present a variety of examples and applications. The theory
mostly concerns the statistical and sample path properties. The applications we have
in mind essentially follow from the connection between subordinators and regenerative
sets, that can be thought of as the set of times when a Markov process visits some
fixed point of the state space. Typically, this enables us to translate certain problems
on a given Markov process in terms of some subordinator, and then to use general
known results on the latter.

Here is a sketch of the content. The first chapter introduces the basic notions
and properties of subordinators, such as the Lévy-Khintchine formula, It6’s decom-
position, renewal measures, ranges - - -, and the second presents the correspondence
relating subordinators, regenerative sets, and local times and excursions of Markov
processes, which is essential to the future applications. More advanced material in
that field is developed in chapters 3-5, which concern respectively the asymptotic be-
haviour of last-passage times in connection with the Dynkin-Lamperti theorem, the
smoothness of the local times (law of the iterated logarithm, modulus of continuity)
and some geometric properties of regenerative sets including fractal dimensions and
the study of the intersection with a given set. Applications are presented in chapters
6-9. First, we describe the law of the solution of the inviscid Burgers equation with
Brownian initial velocity in terms of a subordinator, which enables us to investigate its
statistical properties. Next, we study the closed subset of [0, c0) that is left uncovered
by open intervals sampled from a Poisson point process, following the ingenious ap-
proach of Fitzsimmons et al. Then, we turn our attention to two natural regenerative
sets associated with a real-valued Lévy process: The set of passage times at a fixed
state, and the set of times when a new maximum is achieved. Some applications of
Bochner’s subordination for Lévy processes are also given. Finally we investigate the
class of subordinators that appears in connection with occupation times of a linear
Brownian motion, or, equivalently, with the zero set of one-dimensional diffusions, by
making use of M. G. Krein’s spectral theory of vibrating strings. The choice of the
examples discussed here is quite arbitrary; for instance, Marsalle [117] exposes further
applications in the same vein, to increase times of stable processes, slow or fast points
for local times, and the favorite site of a Brownian motion with drift.

Last but not least, it is my pleasure to thank Marc Yor for his very valuable
comments on the first draft of this work.



Chapter 1

Elements on subordinators

The purpose of this chapter is to introduce basic notions on subordinators.

1.1 Definitions and first properties

Let (2,P) denote a probability space endowed with a right-continuous and complete
filtration (F3),»,- We consider right-continuous increasing adapted processes started
from 0 and with values in the extended half-line [0, o], where co serves as a cemetery
point (i.e. 0o is an absorbing state). If o = (o, ¢ > 0) is such a process, we denote its
lifetime by

¢ = inf{t>0:0, =00}

and call o a subordinator if it has independent and homogeneous increments on [0, ¢).
That is to say that for every s,t > 0, conditionally on {t < (}, the increment o,, s — 0y
is independent of F; and has the same distribution as o, (under P). When the lifetime
is infinite a.s., we say that o is a subordinator in the strict sense. The terminology
has been introduced by Bochner [25]; see the forthcoming section 8.4.

Here is a standard example that will be further developed in Section 8.3. Consider
a linear Brownian motion B = (B; : t > 0) started at 0, and the first passage times

7, = inf{s > 0: By > t}, t>0

(it is well-known that 7, < oo for all ¢t > 0, a.s.). We write F; for the complete
sigma-field generated by the Brownian motion stopped at time 7, viz. (Bgsar, : s > 0).
According to the strong Markov property,

B. = Byr,—t, $>0

is independent of F; and is again a Brownian motion. Moreover, it is clear that for
every s > 0
Tiys — 7 = inf{u >0: B/, > s}.

This shows that 7 = (7 : t > 0) is an increasing (F;)-adapted process with indepen-
dent and homogeneous increments. Its paths are right-continuous and have an infinite
lifetime a.s.; and hence 7 is a strict subordinator.



We assume henceforth that ¢ is a subordinator. The independence and homo-
geneity of the increments immediately yield the (simple) Markov property: For every
fixed ¢ > 0, conditionally on {t < (}, the process ¢’ = (0}, = 054+ — 0¢,5 > 0) is in-
dependent of F; and has the same law as o. The one-dimensional distributions of
o

pe(dy) = P(oy € dy,t < (), t >0,y €[0,00)

thus give rise to a convolution semigroup (P, ¢ > 0) by
i) = [ f@tunldy) = E(f(on+2),0< )

where f stands for a generic nonnegative Borel function. It can be checked that this
semigroup has the Feller property, cf. Proposition 1.5 in [11] for details.

The simple Markov property can easily be reinforced, i.e. extended to stopping
times:

Proposition 1.1 If T is a stopping time, then, conditionally on {T < (}, the process
o' = (0, = oryt —or,t > 0) is independent of Fr and has the same law as o (under

P).

Proof: For an elementary stopping time, the statement merely rephrases the simple
Markov property. If T is a general stopping time, then there exists a sequence of
elementary stopping times (73,),,.y that decrease towards 7', a.s. For each integer n,
conditionally on {7}, < (}, the shifted process (o7, ++ — or,,t > 0) is independent of
Fr, (and thus of Fr), and has the same law as 0. Letting n — oo and using the
right-continuity of the paths, this entails our assertion. [ |

The law of a subordinator is specified by the Laplace transforms of its one-
dimensional distributions. To this end, it is convenient to use the convention that
e™**%® = () for any A > 0, so that

E (exp{—Ao:},t < () = E (exp{—XAo:}) , t,A>0.

The independence and homogeneity of the increments then yield the multiplicative
property
E (exp{—M\o11s}) = E (exp{—Xo:}) E (exp{—Ao,})

for every s,t > 0. We can therefore express these Laplace transforms in the form
E (exp{—X\o:}) = exp{—tP(\)}, t,A>0 (1.1)

where the function ® : [0,00) — [0, 00) is called the Laplace exponent of o.

Returning to the example of the first passage process 7 of a linear Brownian motion,
one can use the scaling property of Brownian motion and the reflexion principle to
determine the distribution of 7;. Specifically, for every ¢t > 0

P(Tl<t):IP’<sup B5>1> :P<sup BS>1/\/¥> = P(|Bi|>1/V?)

0<s<t 0<s<1
2 [t o
= —/ §32e71/25 g
7w Jo



It is easy to deduce that the Laplace exponent of 7 is

d(\) = —logE(exp{—Am}) = V2X.

1.2 The Lévy-Khintchine formula

The next theorem gives a necessary and sufficient analytic condition for a function to
be the Laplace exponent of a subordinator.

Theorem 1.2 (de Finetti, Lévy, Khintchine)(i) If ® is the Laplace exponent of a
subordinator, then there exist a unique pair (k,d) of nonnegative real numbers and a
unique measure I1 on (0,00) with [ (1 A z)Il(dz) < oo, such that for every A > 0

®(\) = k+dA + o (1= ™) T1(dx) . (1.2)

(ii) Conversely, any function ® that can be expressed in the form (1.2) is the Laplace
exponent of a subordinator.

Equation (1.2) will be referred to as the Lévy-Khintchine formula; one calls k the
killing rate, d the drift coefficient and II the Lévy measure of o. It is sometimes con-
venient to perform an integration by parts and rewrite the Lévy-Khintchine formula
as

O\ d—l—/ “NTl(z)dz,  with TI(2) = k + I1((z,00)) .

We call II the tail of the Lévy measure. Note that the killing rate and the drift
coefficient are given by

k = ®(0) , d:hm@g\)\).

In particular, the lifetime ¢ has an exponential distribution with parameter k > 0
(¢ = oo for k =0).
Before we proceed to the proof of Theorem 1.2, we present some well-known ex-

amples of subordinators. The simplest is the Poisson process with intensity ¢ > 0,
which corresponds to the Laplace exponent

d(N) = (1 —e™),

that is the killing rate k and the drift coefficient d are zero and the Lévy measure ¢y,
where 9; stands for the Dirac point mass at 1. Then the so-called standard stable
subordinator with index a € (0,1) has a Laplace exponent given by

/Oo(l —e My
0

«

2N = N = T

The restriction on the range of the index is due to the requirement [ (1 A z) II(dz) <
0o. The boundary case @ = 1 is degenerate since it corresponds to the deterministic
process 0; = t, and is usually implicitly excluded. A third family of examples is



provided by the Gamma processes with parameters a,b > 0, for which the Laplace
exponent is

d(\) = alog(l 4+ \/b) = /O°°(1 e le by

where the second equality stems from the Frullani integral. We see that the Lévy
measure is [1(%% (dz) = az~'e " dx and the killing rate and the drift coefficient are
zZero.

Proof of Theorem 1.2: (i) Making use of the independence and homogeneity of
the increments in the second equality below, we get from (1.1) that for every A > 0

d(N) = dim n (1 - exp{—®(\)/n}) = lim nE (1 - exp{—)\al/n})
= Alim [ e 0P (04, > a) da.
i [ 2)
Write IT,,(x) = nlP (Ul/n > :c), so that
D(A 00 —
20 = lim e ML, (v)dz .
A n—00 Jo

This shows that the sequence of absolutely continuous measures 11, (z)dx converges
vaguely as n — oo. As each function II,,(-) decreases, the limit has necessarily the
form ddy(dx) +1I(x)dz, where d > 0, I : (0,00) — [0, 00) is a non-increasing function,
and dy stands for the Dirac point mass at 0. Thus

(A

—~ =d+ /OO e M (z)dx
A 0

and this yields (1.2) with k = II(c0) and TI(dx) = —dII(x) on (0,00). It is plain that
we must have [ ) zll(dz) < oo since otherwise ®()\) would be infinite. Uniqueness
is obvious.

(ii) Consider a Poisson point process A = (A4, t > 0) with values in (0, o] and with
characteristic measure II + kd.,. This means that for every Borel set B C (0, o], the
counting process N¥ = Card{s € [0,-] : A, € B} is a Poisson process with intensity
II(B) + ki (B), and to disjoint Borel sets correspond independent Poisson processes.
In particular, the instant of the first infinite point, 7o, = inf{t > 0: A; = 0o}, has an
exponential distribution with parameter k (7., = oo if k = 0), and is independent of
the Poisson point process restricted to (0,00). Moreover, the latter is a Poisson point
process with characteristic measure II.

Introduce ¥ = (3;,¢ > 0) by
Ny =dt+ Y A,

0<s<t
The condition [ (1 A z)II(dx) < oo ensures that ¥; < co whenever ¢t < 7, a.s. It is
plain that X is a right-continuous increasing process started at 0, with lifetime 7,
and that its increments are stationary and independent on [0, 7). In other words, X
is a subordinator. Finally, the exponential formula for a Poisson point process (e.g.
Proposition XII.1.12 in [132]) gives for every ¢, A > 0

E (exp{—A%;}) = exp {—t (k +d\+ (1- e”)H(dm)) } :

(0,00)



which shows that the Laplace exponent of ¥ is given by (1.2). |

More precisely, the proof of (ii) contains relevant information on the canonical
decomposition of a subordinator as the sum of its continuous part and its jumps.

Proposition 1.3 (It [81]) One has a.s., for every t > 0:

Oy = dt + Z AS,

0<s<t

where A = (Ag, s > 0) is a Poisson point process with values in (0,00] and character-
istic measure Il + ko, where 6 stands for the Dirac point mass at co. The lifetime
of o is then given by ( = inf{t > 0: A, = co}.

As a consequence, we see that a subordinator is a step process if its drift coefficient is
d = 0 and its Lévy measure has a finite mass, II((0,00)) < oo (this is also equivalent
to the boundedness of the Laplace exponent). Otherwise o is a strictly increasing
process. In the first case, we say that o is a compound Poisson process. A compound
Poisson process can be identified as a random walk time-changed by an independent
Poisson process; and in many aspects, it can be thought of as a process in discrete
time. Because we are mostly concerned with ‘truly’ continuous time problems, it will
be more convenient to concentrate on strictly increasing subordinators in the sequel.

Henceforth, the case when ¢ is a compound Poisson process is implicitly
excluded.!

1.3 The renewal measure

A subordinator is a transient Markov process; its potential measure U(dz) is called
the renewal measure. It is given by

f@)U(da) = B ( I f(o—t)dt) |

[0700

The distribution function of the renewal measure
Uz) = E </ 1{Gt<m}dt> . 220
0 <

is known as the renewal function. If we introduce the continuous inverse of the strictly
increasing process o:

L, =sup{t>0:0, <z} =inf{t >0:0, >z}, x>0,

we then see that
U(z) = E(L,) ;

INonetheless, many results presented in this text still hold in the general case.



in particular we obtain by an application of the theorem of dominated convergence
that the renewal function is continuous. It is also immediate to deduce from the
Markov property that the renewal function is subadditive, that is

Ulx+y) <U(x)+Uly) for all x,y > 0.

Because the Laplace transform of the renewal measure is

1
LU = /[000) e U (dz) = g0y M0

the renewal measure characterizes the law of the subordinator.

We next present useful estimations for the renewal measure in terms of the Laplace
exponent and of the tail of the Lévy measure, which follow from the fact that the
Laplace transforms of U and IT admit simple expressions in terms of ®, and adequate
Tauberian theorems. To this end, we first state a general result. When f and g are
two nonnegative functions, we use the notation f =< ¢ to indicate that there are two
positive constants, ¢ and ¢, such that cf < g < ¢ f. Introduce the so-called integrated
tail

It = /OtH(x)dm _ /Ot (k +T1((z, 00))) dz

Proposition 1.4 We have
U(z) < 1/®(1/z) and ®(x)/z < I(1/x)+4d.

Proof: Recall that 1/® is the Laplace transform of the renewal measure. As @ is
concave and monotone increasing, the Tauberian theorem of de Haan and Stadtmiiller
(see [20] on page 118) applies and yields U(z) =< 1/®(1/x). The second estimate
follows similarly, using the fact that the Laplace transform of the tail of the Lévy
measure is —d + ®(A)/\ (by the Lévy-Khintchine formula). |

Sharper estimates follow from Karamata’s Tauberian theorem when one imposes
that the Laplace exponent has regular variation. Recall that a measurable function
f:(0,00) — [0,00) is reqularly varying at 0+ (respectively, at co) if for every x > 0,
the ratio f(Az)/f(\) converges as A — 0+ (respectively, A — oo). The limit is then
necessarily x® for some real number o which is called the index. When o = 0, we
will simply say that f is slowly varying. We refer to Chapter XIII in Feller [53] for
the basic theory, and to Bingham et al. [20] for the complete account. We stress that
when the Laplace exponent & is regularly varying (at 0+ or at oco) then, due to the
Lévy-Khintchine formula, the index necessarily lies between 0 and 1.

Proposition 1.5 Suppose that ® is reqularly varying at 0+ (respectively, at oo) with
index o € [0,1]. Then,

I'l+a)U(ax) ~a*/®(1/z) as x — oo (respectively, as © — 0+),
uniformly as a varies on any fized compact interval of (0, 00).

Moreover, if a < 1, then

['(1—a)ll(ax) ~ a *®(1/x) as x — oo (respectively, as © — 0+),

uniformly as a varies on any fized compact interval of (0,00)



Proof: The first assertion follows from Karamata’s Tauberian theorem and the uni-
form convergence theorem; cf. Theorems 1.7.1 and 1.5.2 in [20]. The second requires
the monotone density theorem; see Theorem 1.7.2 in [20]. |

Next, local estimates for the renewal measure in the neighbourhood of co are given
by the renewal theorem.

Proposition 1.6 (Renewal theorem) Put E(o1) = p € (0,00|. Then for every h > 0
lim (U(zx+h)—U(x)) = h/p.

Tr—0Q0
This renewal theorem is essentially a consequence of the standard renewal theorem in
discrete time (i.e. for so-called renewal processes; see e.g. Feller [53]). Recall that the
compound Poisson case has been ruled out, so ¢ is a ‘non-lattice’ process. Plainly,
it is mostly useful in the finite mean case i < oo; we refer to Doney [48] for recent
progress in the (discrete) infinite mean case.

There is also an analogue of the renewal theorem in the neighbourhood of 0+ when
the drift coefficient is positive.

Proposition 1.7 (Neveu [122]) Suppose that d > 0. Then the renewal measure is
absolutely continuous and has a continuous everywhere positive density u : [0, 00) —
(0,00) given by

u(z) = d'P(FH>0:0, =1) .

In particular, u(0) = 1/d.

Proof: As d > 0, the Laplace transform of the renewal measure has

oo 1 1
/0 e_AmU(dI'> = W ~ a as A\ — 0o.
By a Tauberian theorem, this entails
Ue) ~ eg/d = eu(0) ase — 0+ . (1.3)

The Markov property applied at the stopping time L(x) = inf{t > 0 : o, > 2}
gives

U(ZL’ + E) — U(ZL‘) = [E </L( : 1{Ute(x7x+g]}dt>
— /[ N ]P(O‘L(x) cedy)U(x+e—vy)

= P(opw =2)U(e) + s P(orm € dy)U(z +¢—y).

The second term in the sum is bounded from above by P(oy ) € (z,2 + €])U(e) =
o(U(e)). We deduce from (1.3) that

U -U
AP (Tt =2) = d'Plog) =) = li%l+ (z+ 52 (z)



(the first equality stems from the fact that L(z) depends continuously on z). In
particular, the renewal measure is absolutely continuous; we henceforth denote by
u(z) the version of its density that is specified by the last displayed formula. Note
that u(x) < 1/d and also, by an immediate application of the Markov property at
L(x), that for every x,y > 0

du(r+y) =PFt:or=a+y) >P3t:0,=2)P3t: 0, =y) = d®u(x)u(y).
(1.4)

To prove the continuity of w at z = 0, fix n > 0 and consider the Borel set
B, ={x>0:1/d <wu(z)+n}. Aswuisbounded from above by 1/d, we see from (1.3)
that 0 is a point of density of B,, in the sense that m ([0,¢] N B,) ~ ¢ as ¢ — 0+,
where m stands for the Lebesgue measure. By a standard result of measure theory,
this implies that for some a > 0 and every 0 < z < a, we can find y,y" € B, such
that x =y +v'. Using (1.4), we deduce

) = anluts) = a(5-n)

so that lim, o4 u(x) = 1/d = u(0).

We next prove the continuity at some arbitrary x > 0. The same argument as
above based on (1.4) yields

limsupu(y) < w(z) < liminfu(y).
y—z— y—zt

On the one hand, the right-continuity of the paths shows that if y,, is a sequence that
decreases towards x, then

limsup {3t: 0, =y} C {Ft:0, =2},
so an application of Fatou’s lemma gives

limsupu(y) < u(x).
y—r+

On the other hand, an application of the Markov property as in (1.4) yields that for
every € > ()

PEt:op=2) <PFt:op=)P3Ft:or=ax—¢)+PVt:0,F#¢).
We know that the second term in the sum tends to 0 as € — 0+, so that

liminf u(y) > u(x),

y—r—
and the continuity of u is proven. Finally, we know that u is positive in some neigh-
bourhood of 0, and it follows from (1.4) that w is positive everywhere. |

To conclude this section, we mention that large deviations estimates for the one-
dimensional distributions of ¢ have been obtained by Jain and Pruitt [87]; see also
Fristedt and Pruitt [61] for some more elementary results in that field.



1.4 The range of a subordinator

The range of a subordinator o is the random closed subset of [0, c0) defined by

R ={o:0<t<(}.

Note that R is a perfect (i.e. without isolated points) and 0 € R. Because the paths
of o are cadlag, the range can also be expressed as

R={o:0<t <} J{oso:5€T}

where J = {0 < s < (: Ay > 0} denotes the set of jump times of o. To this end,
observe that {os_ : s € J} is precisely the set of points in R that are isolated on their
right. Alternatively, the canonical decomposition of the open set R¢ = [0,00) — R, is

R = |J (o5, 04). (1.5)
seJ
Recall that L. = inf{t > 0: 0, > -} stands for the -continuous- inverse of o; it should
be plain that R also coincides with the support of the Stieltjes measure dL:

R = Supp(dL),

which provides another useful representation of the range.

We next present basic properties of the range that will be useful in the sequel.
First, an interesting problem that frequently arises about random sets, is the evalu-
ation of their sizes. The simplest result in that field for the range of a subordinator
concerns its Lebesgue measure. Sharper results involving Hausdorff and packing di-
mension will be presented in section 5.1.

Proposition 1.8 We have
m(RN[0,t])) = m({os:s>0}N][0,t]) = dL, a.s. forallt>0,

where 4 is the drift coefficient and m the Lebesque measure on [0,00). In particular
R has zero Lebesque measure a.s. if and only if d = 0, and we then say that R is
light. Otherwise we say that R is heavy.

Proof: The first equality is obvious as R differs from {os : s > 0} by at most
countably many points. Next note that it suffices to treat the case k = 0 (i.e. ( = 0
a.s.), because the case k > 0 then will then follow by introducing a killing at some
independent time.

Recall that the canonical decomposition of the complementary set R€ is given by
(1.5). In particular, for every fixed ¢ > 0, the Lebesgue measure of RN [0, 0y] is
>s<t Ay, and the latter quantity equals o, — dt by virtue of Proposition 1.3. This
gives m ([0, 04) NR) = dt for all t > 0, a.s. Because the quantity on the right depends
continuously on ¢, this entails by an argument of monotonicity that

m([0,0¢)) " R) = m([0,0.-]NR) = dt.
Replacing t by L; and recalling that ¢ € [0, _, 07,] completes the proof. [ |

We then specify the probability that x € R for any fixed x > 0.



Proposition 1.9 (i) (Kesten [96]) If the drift isd = 0, then P (z € R) =0 for every
x > 0.

(ii) (Neveu [122]) If d > 0, then the function u(x) = d7'P(z € R) is the version of
the renewal density dU (z)/dx that is continuous and everywhere positive on [0, 00).

Proof: (i) An application of Fubini’s theorem gives
/ P(z € R)dr = E(m(R))
0

where m(R) stands for the Lebesgue measure of R. We know from Proposition 1.8
that the latter is zero as d = 0. In other words, P (z € R) = 0 for almost every = > 0.
That we may drop “almost” in the last sentence is easily seen when the renewal
measure is absolutely continuous. More precisely, let 7 be an independent random
time with an exponential distribution with parameter 1. For every fixed ¢ > 0, we
have for any Borel set A

P(orjy € 4) = o [ e Blor e At < U (),
0

which implies by virtue of the Radon-Nikodym theorem that the distribution of o/,
is also absolutely continuous. Applying the Markov property at time 7/¢, we deduce
that

P (O’T/q+t =& Or 0,41 = « for some ¢ > O) = / Plo,/q € dy)P(x —y € R),
0

and the right-hand side equals zero as P (a € R) = 0 for almost every a > 0. Letting
q go to 0o, we deduce that P (x € R) = 0 for every z > 0.

The same holds true even when the renewal measure is not absolutely continuous.
This requires a more delicate analysis; we refer to the proof of Theorem III.4 in [11]
for details.

(ii) By Proposition 1.7, all that is needed is to check that
P(Ft>0:0-=x<o0y) = 0.

By the compensation formula for Poisson point processes, we have for every € > 0

P(Ht>0:00-=2<o0,—¢) = E (Z 1{at_:z}]—{At>€})

>0

~ Ti(oE ( I 1{Ut:x}dt> ,

and the ultimate quantity is zero as the renewal measure has no atom. As ¢ is
arbitrary, this completes the proof. [ |

We next turn our attention to the left and right extremities of R as viewed from
a fixed point t > 0:

g =sup{s<t:se€R} and D; =inf{s>t:seR}.



We call (D; :t>0) and (g, : t > 0) the processes of first-passage and last-passage in
R, respectively. The use of an upper-case letter (respectively, of a lower-case letter)
refers to the right-continuity (respectively, the left-continuity) of the sample paths.
We immediately check that these processes can be expressed in terms of o and its
inverse L as follows :

g = o(Ly—) and Dy = o(Ly) for all t > 0, a.s. (1.6)

We present an useful expression for the distribution of the pair (g;, D;) in terms
of the renewal function and the tail of the Lévy measure.

Lemma 1.10 For every real numbers a,b,t such that 0 < a <t < a+ b, we have
P(g; € da, Dy — g, € db) = TI(db)U(da) , P (g € da, D; = c0) = kU(da).
In particular, we have for a € [0,1)

P(g; € da) = TI(t — a)U(da) .

Proof: Recall from (1.6) the identities g, = o7, and D; — g, = Ay,. Then observe
that for any u > 0

op,—<a and Ly =u < o0, <a and o, >1.

Using the canonical expression of o given in Proposition 1.3, we see that

P (gt <a,Dy— gy > b) =E (Z ]-{cru_<a}]-{Au2(tfau_)\/b}> )

where the sum in the right-hand side is taken over all the instants when the point
process A jumps. The process u — o, is left continuous and hence predictable,
so the compensation formula (see e.g. Proposition XII.1.10 in [132]) entails that the
right-hand-side in the last displayed formula equals

E (/Oo 1{gu<a}ﬁ(((t —0,)Vb)—) du) = /[ : H(((t —x) Vb)—)U(dx) .
0 0,a
This shows that for0 <a<t<a-+b

P(g; € da, D; — g, € db) = TI(db)U(da) .
Integrating this when b ranges over [t —a, oo] yields P(g; € da) = TI((t—a)—)U(da).
Since the renewal measure has no atom and the tail of the Lévy measure has at most
countably many discontinuities, we may replace ITI((t — a)—) by II(t — a). |

A possible drawback of Lemma 1.10 is that it is not expressed explicitly in terms
of the Laplace exponent ®. Considering a double Laplace transform easily yields the
following formula.

Lemma 1.11 For every A, q > 0

®(q)

/o e E (exp{—\g;}) dt = A0+



Proof: It is immediately seen from Lemma 1.10 that P (g, <t = D;) = 0 for every
t > 0; it follows that P (g, =t) = P (¢t € R). Using Proposition 1.9 and the fact that
the Laplace transform of the renewal measure is 1/®, we find

/OOO e "P(g, = t)dt = B(g)

We then obtain from Lemma 1.10

/Ooe_nt(eXp{—)\gt})dt — /Ooe-qt <e—”P(gt=t> e‘“H(t—s)U(d@) dt
0 0 [0,2)

d 00 _
= — dt [ U(ds)e "9TI(t — s)e”A19)*
O(g+ N) +/o [0,t) (ds)e (t=s)e
d _
= —+LU(g+ NLII
UESY (g + A)LI(g)
d 1 ®(q) )
= + —d .
g+ ) Plg+N) ( q
This establishes our claim. [ ]

One should note that Lemma 1.11 entails that the law of a subordinator is essentially
characterized by that of g,, where 7 is an independent exponential time. Specifically,
if 7 and ¢® are two subordinators such that, in the obvious notation, g’ and
g'? have the same law, then there is a constant ¢ > 0 such that ®1) = c®® . This
observation will be quite useful in the sequel.



Chapter 2

Regenerative property

This chapter is mostly expository; its purpose is to stress the correspondence between
a regenerative set, the range of a subordinator, and the set of times when a Markov
process visits a fixed point. We refer to Blumenthal [21], Blumenthal and Getoor [23],
Dellacherie et al. [44, 45], Kingman [100] and Sharpe [141] for background and much
more on this topic.

2.1 Regenerative sets

The Markov property of a subordinator has a remarkable consequence on its range.
First, note that for every s > 0, Ly = inf{t > 0 : 0y > s} is an (F;)-stopping time,
and the sigma-fields (M, = Fy, )., thus form a filtration. Because L is a continuous
(M,)-adapted process that increases exactly on R, the latter is an (M,)-progressive
set. Then fix s > 0. An application of the Markov property at L, shows that,
conditionally on {L; < oo}, the shifted subordinator ¢’ = {or 4 — or,,t > 0} is
independent of M, and has the same law as 0. Recall also from (1.6) that

o(Ls) = Dy = inf{t >s:t e R}

is the first-passage time in R after s. We thus see that conditionally on {D, < oo},
the shifted range

Robp, ={v>0:v+Ds;eR} = {o,:t>0}

is independent of M and is distributed as R. This is usually referred to as the
regenerative property of the range. We stress that the regenerative property of R
does not merely hold at the first passage times D;, but more generally at any (M;)-
stopping time S which takes values in the subset of points in R which are not isolated
on their right, a.s. on {S < oo}. In that case, one can express S in the form S = o7,
where T' = Lg is an (F;)-stopping time. Then conditionally on {Ls < oo}, the shifted
range Rofg ={v >0:v+ S € R} is independent of Mg = Fr and is distributed
as R.

The regenerative property of the range of a subordinator motivates the definition
of a regenerative set, that has been studied in particular by Krylov and Yushkevich,
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Kingman, Hoffmann-Jgrgensen and Maisonneuve. We refer to Fristedt [60] for a
detailed survey including a connection with related concepts and a comprehensive list
of references.

Consider a probability space endowed with a complete filtration (My),s,. Let
S be a progressively measurable closed subset of [0,00) which contains 0 and has
no isolated point. We say that S is a perfect! regenerative set if for every s > 0,
conditionally on Dy := inf {t > s:t € S} < oo, the right-hand portion S o 0p_ of S
as viewed from Dy, is independent of Mp_ and has the same distribution S.

We have seen above that the range of a subordinator is a regenerative set; here is
the converse.

Theorem 2.1 (Hoffmann-Jorgensen [74], Maisonneuve [109]) Let S be a regenerative
set.

(i) There is a subordinator o such that S = R = {0 : 0 <t < (} a.s., and the inverse
L of o is an (M;)-adapted process.

(ii) If o is a second subordinator with range S, then there is a real number ¢ > 0 such
that oy = o4 for allt >0, a.s.

We refer to Maisonneuve [109] or Chapter XX in Dellacherie et al. [45] for the proof.

With regards to Theorem 2.1, it will be convenient to use henceforth the notation
R instead of S to designate a regenerative set. Plainly, if ¢ is as in Theorem 2.1(ii),
then ®(\) = c¢®()\) in the obvious notation. Hence, among the one-parameter family
of subordinators having the range R, there is a unique one for which Laplace exponent
satisfies the -arbitrary- normalizing condition

o(1) = 1. (2.1)

We refer to ® as the Laplace exponent of R

The inverse L of the subordinator o is called the local time on R, it can be
constructed explicitly as a function of R as follows. Recall first from Proposition 1.8
that R is called heavy if it has a positive Lebesgue measure (or equivalently if the drift
coefficient of o is positive) and light otherwise. In the heavy case, one can express
the local time as

Ly =d'm([0,t]NR), t>0

where m stands for the Lebesgue measure. In the light case, Fristedt and Pruitt [61]
have obtained a remarkable analogue of Proposition 1.8. Specifically, they have been
able to exhibit a deterministic measure my on [0, 00) (which is the Hausdorff measure
associated with some increasing function) such that

L= my(0,§NR), t>0.

!The qualification ‘perfect’ refers to the absence of isolated points and will be frequently omitted
in the sequel in the sense that, for us, a regenerative set has no isolated points. This squares with the
fact that compound Poisson processes have been ruled out in this text. For completeness, we mention
that a closed random set that has the regenerative property and possesses at least one isolated point
with positive probability, is in fact discrete a.s. and can be identified as the range of a compound
Poisson process.



We refer to Greenwood and Pitman [68] and Fristedt and Taylor [64] for alternative
constructions of the local time on a regenerative set.

We also stress the additive property of the local time: If S is an (M;)-stopping
time which takes values in points in R with are not isolated on their right, then on
{S < 00}, the local time L’ on R’ = R o fg is given by

L, = Lsys— Lg for all t > 0, a.s.

2.2 Connection with Markov processes

Consider some Polish space E and write D for the space of cadlag paths valued in
E, endowed with Skorohod’s topology. Let X = (Q, M, M;, X;,0;, P¥) be a strong
Markov process with sample paths in D. As usual, P* refers to its law started at x,
6, for the shift operator and (M,),., for the filtration.

A point r of the state space is reqular for itself if
P (T,=0) =1,

where T, = inf{t > 0 : X; = r} is the first hitting time of r. In words, r is regular for
itself if the Markov process started at r, returns to r at arbitrarily small times, a.s.
Applying the Markov property at the first return-time to r after a fixed time s, we
see that the closure of set of times when X visits r,

R={t>0:X;,=r}

is regenerative for (2, M, M;, P"). (Conversely, it can be proved that any -perfect-
regenerative set can be viewed as the closed set of times when some Markov process
visits a regular point, see Horowitz [76].)

According to Theorem 2.1, R can thus be viewed as the range of some subordinator
0. The inverse L of ¢ is a continuous increasing process which increases exactly when
X passes at r, in the sense that Supp (dL) = R, P"-a.s. One calls L = (L;,t > 0) the
local time of X at r; its existence has been established originally by Blumenthal and
Getoor [23], following the pioneering contribution of Lévy in the Brownian case.

The killing rate of the inverse local time has an obvious probabilistic interpretation
in terms of the Markov process. One says that r is a transient state if R is bounded
a.s., so that

r is a transient state <= k >0 <= L < 00 a.s. (2.2)

More precisely, L., has then an exponential distribution with parameter k. In the
opposite case, R is unbounded a.s., and we say that r is a recurrent state.

We next present a simple criterion to decide whether a point is regular for itself, and
in that case, give an explicit expression for the Laplace exponent of the inverse local
time. This requires some additional assumption of duality type on the Markov process.

e~ o~~~ A



are two standard Markov processes with state space E. For every A > 0, the A-
resolvent operators of X and X are given by

VA f(z) = B < /0 ” f(Xt)eMdt) VM) = B ( /0 ” f()?t)e”dt) . z€E,

where f > 0 is a generic measurable function on £. We recall that f > 0 is called -
excessive with respect to {Vo} if aVetAf < f for every a > 0 and lim,_.o aVf = f
pointwise.

We suppose that X and X arein duality with respect to some sigma-finite measure
&. That is, the resolvent operators can be expressed in the form

V@) = [ Penfed) . Ve = [ o).

Here, v* : E x E — [0, o] stands for the version of the resolvent density such that, for
every ¥ € E, the function v*(-, z) is A\-excessive with respect to the resolvent {V},
and the function v*(z,-) is A-excessive with respect to the resolvent {V*}. Under a
rather mild hypothesis on the resolvent density, one has the following simple necessary
and sufficient condition for a point to be regular for itself (see e.g. Proposition 7.3 in
[24]).

Proposition 2.2 Suppose that for every A > 0 and y € E, the function x — v*(z,vy)
1s lower-semicontinuous. Then, for each fired r € E and X\ > 0, the following asser-
tions are equivalent:

(i) r is regular for itself.

(ii) For every x € E, v*(x,r) < v*(r,r) < co.

(iii) The function x — v*(z,r) is bounded and continuous at x =r.

Finally, if these assertions hold, then the Laplace exponent ® of the inverse local time

at r 1s given by
D) = v(r,r) /v ), A > 0.

In the case when the semigroup of X is absolutely continuous with respect to &,
the resolvent density can be expressed in the form

(e 9]

Nz,y) = / e Mpi(x, y)dt .
0

As the Laplace transform of the renewal measure U of the inverse local time at r
is 1/®()\), a quantity that is proportional to v*(r,r) by Proposition 2.2, we see by
Laplace inversion that U is absolutely continuous with respect to the Lebesgue mea-
sure, with density u given by

u(t) = ep(r,r), t>0.

Observe also that in this framework, Proposition 1.9 entails that for each fixed ¢ > 0,
the probability that ¢ € R, that is that X; = r, is proportional to p;(r,r) in the
heavy case, and is zero in the light case. Of course, this easy fact can be also checked
directly.



Suppose for instance that X is a real-valued Brownian motion. The resolvent
density (with respect to the Lebesgue measure) is

A RNSVIRS | (z —y)? 1
vz, y) = /0 e mexp <_2t> dt = ﬁexp{—\/ﬁu—m} :

This quantity depends symmetrically on x and ¥, so the dual process is simply X =X.
Proposition 2.2 applies and shows that any » € R is a regular point for itself, and
the Laplace exponent of the inverse local time is always ®(\) = V/A. More generally,
when X is a so-called Bessel process of dimension d € (0,2) (see chapter XI in Revuz
and Yor [132]), then » = 0 is a regular point and the inverse local time at 0 is a
stable subordinator with index aw = 1 — d/2. Making use of the results of chapter 5,
we see for instance that the fractal dimension (both lower and upper) of the zero set
of a d-dimensional Bessel process is 1 — d/2. Alternatively, when X is a stable Lévy
process with index # € (1,2], then any r € R is a regular point for itself and the
inverse local time is always a stable subordinator with index o = 1 — 1/ (see the
forthcoming Proposition 8.1).

We next turn our attention to one of the most important applications of the notion
of local time to Markov processes, namely [t0’s theory of excursions. This is a vast
topic and we shall merely recall the basic result of 1t6 and refer to the literature
for developments (cf. in particular Blumenthal [21], chapter XII in Revuz and Yor
[132], chapter 8 in Rogers and Williams [137] and also Rogers [136] for an elementary
approach).

Call excursion intervals the maximal open time-intervals on which X # r. In other
words, the excursion intervals are those that appear in the canonical decomposition
of the open set [0,00) — R. We have already pointed out that those open intervals
are precisely of the type (o(t—),o(t)) for the t’s such that A; > 0. Itd used this
observation and defined the excursion process (e;,t > 0) of X away from r, which is
a process valued in the path-space D given by

¢ (8) o {Xo(t—)+s fo<s< U(t) — U(t—)
AN r otherwise

Recall that a point process (& : t > 0) with values in some metric-complete sepa-
rable space is called a Poisson point process with characteristic measure p if for every
Borel set B, the counting process NZ = Card {t € [0,-] : & € B} is a Poisson pro-
cess with intensity p(B), and to disjoint Borel sets correspond independent counting
processes. We are now able to state [t0’s description of the excursions of a Markov
process away from a point r; we focus for the sake of simplicity on the case when r is
a regular recurrent state.

Theorem 2.3 (It6 [82]) When r is a reqular recurrent state, the excursion process
(et,t > 0) is a Poisson point process under P". Its characteristic measure n is called
Ito’s excursion measure of X away from r.

We henceforth suppose that r is a regular recurrent point. The excursion measure
yields a very useful expression for the (essentially unique) invariant measure of X,



which is well-known in the context of Markov chains. Specifically, let ¢ € D be
a generic path; write p(e) = inf{t > 0 : ¢(t) = r} for its first-return time to 7.
The sigma-finite measure p related to the occupation measure under Ito’s excursion
measure n by

[ fdu = af)+n ( [ f(e(t))dt> ,

where d is the drift coefficient of the inverse local time o and f > 0 any measurable
function, is an invariant measure for X. We refer to Getoor [66] or to section XIX.46
in [45] for a proof, and to Maisonneuve [112] for some applications.

Recall that a recurrent Markov process is called positive recurrent if there is an
invariant probability measure, and null recurrent otherwise. In our setting, we see
that positive recurrence is equivalent to the integrability of the first-return time to
r, p, under It6’s excursion measure. On the other hand, the very definition of the
excursion process implies that p(e;) = Ay, i.e. the durations of the excursion process
coincide with the lengths of the jumps of the inverse local time o. In particular, the
comparison between Theorem 2.3 and Proposition 1.3 shows that the distribution of
p under n can be identified as the Lévy measure II of o:

n(p € dt) = TI(dt).
In conclusion, we have the equivalence:

X is positive recurrent <= E(0y) < 0o <= / Tl(z)dz < co. (2.3)
0

We now end this chapter by presenting a brief dictionary in which the main con-
nections between subordinators, local times of Markov processes and regenerative sets

are summarized.

Subordinator o = L;' = inf{s: L, >t}

Local time L, = inf{s: o, >t}

Lifetime ( = Ly

Regenerative set R ={t>0: Xy =r} = {os:5€0,()} = Supp(dL;)
First passage time Dy =inf{s>t:se€R} = o(Ly)

Last passage time g = sup{s<t:seR} = o(Ls—)

Probability P =P

Filtration Fi = M,,



Chapter 3

Asymptotic behaviour of last
passage times

We are concerned with the process (g; : t > 0) of the last passage times in a regen-
erative set R. When R is self-similar, t7'g, always has a generalized arcsine law.
In the general case, we consider the asymptotic behaviour of t~!g, as ¢ goes to oo,
first in distribution, and then pathwise. Special properties of the jump process of a
subordinator play a key part in this study.

3.1 Asymptotic behaviour in distribution

3.1.1 The self-similar case

We say that a regenerative set R is self-similar if for every k > 0, it has the same
distribution as k’R. If we think of R as the range of a subordinator o, this is equivalent
to the condition that the Laplace exponent of o is proportional to that of ko, i.e.
O(N) = cx®(kA) for every A > 0, where ¢, > 0 is some constant that depends only
on k. Due to the normalization ®(1) = 1, this holds if and only if ®(\) = \* for
some « € [0,1], that is if ¢ is a standard stable subordinator of index a. The cases
a =0 and o = 1 are somewhat degenerate, as they corresponds to the situation where
R = {0} and R = [0, 00) a.s., respectively; we shall exclude them in the sequel.

Recall that g, = sup{s < t : s € R} denotes the last passage time in R before
time t > 0. When R is self-similar, the distribution of t~!g, does not depend on t > 0
and can be given explicitly in terms of a.

Proposition 3.1 Suppose that ®(\) = A* for some 0 < o« < 1. Then g1 has the
so-called generalized arcsine law, that is

a—1 1— —a :
P (g, € ds) = s* 11 —5s) gs — Sinam

T(a)(1 - a) —s" (1 —s)"ds  (0<s<1).

For instance, when R = {t : By = 0} is the zero set of a one-dimensional Brownian
motion B started at 0, we have ®()\) = v/X (the absence of the usual factor v/2 is due
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to the normalization (2.1) of the local time) and one gets
2
P(g; <t) = = arcsinv/t (t €0,1]).
7r

This is the celebrated first arcsine theorem of Paul Lévy; see e.g. Exercise I111.3.20
in [132] for a direct proof. Proposition 3.1 also applies to the particular cases when
one replaces the Brownian motion B by a Bessel process of dimension d € (0, 2) (then
a =1-—4d/2), or a stable Lévy process with index # € (1,2] (then a =1 —1/0).

We now proceed to the proof of Proposition 3.1.
Proof: The Laplace transform of the renewal measure is given by

o] 1 o]
f)\de — )\701 — / -z afld
Jy e v Hayh &

and that of the tail of the Lévy measure by
oo o 1 0o
f)\xH dr = )\0471 — / -z - q
/o ¢ (z)dz I'(1—a)Jo e

We conclude by Laplace inversion and Lemma 1.10. [ |

The distribution of the first-passage time D; = inf{s > t : s € R} readily follows
from Proposition 3.1 (still in the case when ®(\) = A%). Specifically, for every 0 <
s < t, we have

G < s<<RN(st)=0 <= D, >t.

An application of the scaling property then yields for ¢ > 1

1/t
/ s 11— s5)"ds,
0

sin o

™
and we deduce that the distribution of D, is given by

sin o

P(D, € dt) = t(t—1)"dt, t>1.

T
Finally we refer to Pitman and Yor [126, 127, 129] and the references therein for
further recent remarkable results about the interval partitions of [0, 00) induced by
self-similar regenerative sets.

3.1.2 The Dynkin-Lamperti theorem

We next turn our attention to the asymptotic behaviour of the last passage time in
the case when R is not necessarily self-similar. Informally, the rescaled set t 'R is the
range of the subordinator ¢~'o; its Laplace exponent is thus ®;(q) = ®(q/t)/®(1/t),
due to (2.1). This quantity converges as t — oo if and only if ® is regularly varying
at 0+, and then the limit is ¢* for some « € [0, 1], that is the Laplace exponent of a
stable subordinator with index «. In view of Proposition 3.1, one naturally expects
that ¢t~!g, should then converge in distribution towards the generalized arcsine law
with parameter a. The Dynkin-Lamperti theorem not only provides a rigorous setting
to this informal argument, but also states a converse.



Theorem 3.2 (Dynkin [50], Lamperti [106]) The following assertions are equivalent:
(i) t71g; converges in law as t — oo.

(i) limy oo t7'E(g;) = « € [0,1].

(i) lim, o+ q®'(q)/®(q) = a € [0, 1].

(iv) @ is reqularly varying at 0+ with index o € [0, 1].

Moreover, when these assertions hold, then the limit distribution of t~1g, is the Dirac
point mass at 0 (respectively, at 1) for oo =0 (respectively, o« = 1); and for 0 < a < 1,
the generalized arcsine law of parameter o that appears in Proposition 3.1.

There is also a similar result for small times; more precisely a true statement is ob-
tained after exchanging the roles of 0+ and co. We also mention that, more generally,
the limit behaviour in distribution of the pair (g;, D;) can be studied, using essentially
the same arguments as below.

Proof: (i) = (ii) is obvious as ¢;/t < 1.
(ii) = (iii) On the one hand, we know from Lemma 1.11 that

®'(q)
q®(q)

On the other hand, we see by an Abelian theorem that (ii) entails

[ oo -
0

lim ¢° /Oo e "E(gy)dt = .
0

q—0+

(iii) = (iv) When (iii) holds, the logarithmic derivative of ¢ — t~*®(¢) can be
expressed as t — £(t)/t, with lim; o, €(¢) = 0. That is

OB (t) = ¢ exp {/tlg(j)ds} .

According to the representation theorem of slowly varying functions (see e.g. [20]),
this shows that ¢t — t~*®(¢) is slowly varying at 04, and hence ® is regularly varying
at 04 with index a.

(iv) = (i) Suppose first that (iv) holds with 0 < a < 1. According to Proposition
1.5, we have

xOé

tlirgo Ute)®(1/t) = T +a)

uniformly for z € K, (3.1)

and

. M(tx) x= _
Jim 51/t ~ T(1—a) uniformly for z € K, (3.2)

where K stands for a generic compact subset on (0, 00).

Next, fix 0 < a < b < 1. According to Lemma 1.10, we have



P(at < g, < bt) = /W’bt) TI(t — s)dU(s) = / TI(H(1 — w))dU (tu)

Applying (3.1) and (3.2), we deduce that

ds.

) b (1 _ S)—a Sa—l
< =
Jm Plat < g: < bt) / F(a)l(1—a)

In words, t~g; converges in distribution to the generalized arcsine law with parameter
a.

An easy variation of this argument applies for « = 0, but not for & = 1 (the
quantity I'(1 — «) in (3.2) is then infinite). So suppose that a = 1, take any a € (0, 1)
and observe from Lemma 1.10 that

P(t g, <a) = T(t — w)U(du) < T(t(1 — a))U(ta).

A Tauberian theorem applied to the Lévy-Khintchine formula now gives
I(s) ~s®(1/s) as s — 00, (3.3)

where [ is the integrated tail of the Lévy measure. In particular I is slowly varying.
The inequality

s

I(s) — I(s/2) = /5/2 T(t)dt > sTI(s)/2

and the fact that I is slowly varying entail that TI(s) = o(I(s)/s) = o(®(1/s)). Using
Proposition 1.4 and (3.3) gives

Jim P(t'gs<a) =0,

and the proof of Theorem 3.2 is complete. [ |

Theorem 3.2 is essentially an application of the estimates of Proposition 1.4 for
the tail of the Lévy measure and the renewal measure. In the same vein, the renewal
theorem readily yields the following well-known limit theorem.

Proposition 3.3 Suppose that E(o1) = < co. Then
1—
tlim P(t—g: €ds) = —1l(s)ds, s>0,

and
tlirglolP)(t—gt =0) =d/u.

Proof: This is an easy application of the renewal theorem (see Proposition 1.6) and
Lemma 1.10. [ |



3.2 Asymptotic sample path behaviour

The purpose of this section is to investigate the almost-sure asymptotic behaviour of
the last-passage-time process; here is the main result (see also [9]).

Theorem 3.4 Let f : (0,00) — (0,00) be a continuous strictly increasing function
with limy_o f(t)/t =0 and liminf, . f(¢)/f(2t) > 0. Then, with probability one,

li{ninfgt/f(t) =0 or oo

according as the integral

J,., U o) (3.4)

diverges or converges.

When we specialize Theorem 3.4 to the case when R is the zero set of a one-
dimensional Brownian motion, we get liminf, .., ¢;/f(t) = 0 or co a.s. according

as the integral [*°/f(¢)t=3 dt diverges or converges. In particular,

log? ¢ log?*e t
lim inf 90208 T _ 0 and lim 9108t _ o0 G.S.

t—o00 t—o00

for any € > 0. This result goes back to Chung and Erdés [36], see also Hobson [73]
and Hu and Shi [79] for recent developments in the same vein.

Checking Theorem 3.4 when the killing rate k is positive, is straightforward. In-
deed, R is then bounded, and so is g; a.s. On the other hand, the renewal measure
is also bounded and the integral (3.4) always converges. So with no loss of general-
ity, we may assume henceforth that k = 0. The proof of Theorem 3.4 relies on two
simple properties of subordinators. Informally, we have to compare the relative size
of a subordinator and its jumps. Our first lemma reduces this comparison to that of
certain integrals. Recall Proposition 1.3.

Lemma 3.5 For every Borel function b : [0,00) — [1,00), the events

{A; > b(oy_) infinitely often ast — oo}

{/OOOHO b(oy)dt = oo}

coincide up to a set of probability zero.

and

Proof: This is a variant of the Lévy-Borel-Cantelli lemma. Specifically, the fact that
the jump process A is a Poisson point process with characteristic measure I entails
that the compensated sum

t__
Y Lasblon )y — /0 IMob(os)ds  (t>0)

s<t



is a martingale. On the event

{A; > b(0y—) infinitely often as ¢ — oo} () {/OOOH o b(oy)dt < oo} :
this martingale converges to oo; whereas on the event

{A¢ < b(o,_) for all sufficiently large ¢} {/OOOH o b(oy)dt = oo} :

it converges to —oo. As the jumps of this martingale are bounded by 1, both events
have probability zero (see e.g. the corollary on page 484 in [144]). [ ]

Motivated by the preceding lemma, we then establish an easy result on the con-
vergence of integrals of a subordinator.

Lemma 3.6 Let h : [0,00) — [0,00) be a decreasing function. The following asser-
tions are equivalent.

(i) /O " (@)U (dz) < oo
(i1) P (/OOO h(o)dt < oo) —1

(iif) P < /O " h(oy)dt < oo> )

Proof: The derivations (i)=-(ii)=-(iii) are obvious. Suppose that (iii) holds and pick

€ > 0 and k£ > 0 such that
]P’(/Ooh(ot)dt<k> > e
0

Next, consider for every integer n > 0 the stopping time

t
T, = inf {t : / h(os)ds > k:n} ,
0

and apply the Markov property (Proposition 1.1) at time 7,,. We see that conditionally
on {T,, < oo}, the process o/ = or, . — o7, is a subordinator distributed as o. Then,
using the hypothesis that A decreases, we get

P(Thy1 = 00 | Ty < 00) = P(/what)dt<k|Tn<oo)
T,

_ IP( Y W0l + o )dt < k | Ty <oo>

o0

> P

L,
~ o

(
(

ho!)dt < k | T, <oo)
(

S—3S—3S

h O't)dt<]€) > €



This shows that k! [;° h(0y)dt is bounded from above by a geometric variable. As a
consequence, it has finite expectation and (i) follows. [ |

We point out that when one specializes Lemma 3.6 to the case when o is a stable
subordinator with index 1/2, one recovers a result of Donati-Martin, Rajeev and Yor
(Theorem 6.2 in [46] and Theorem 1.3 in [131]) on the a.s. convergence of certain
integrals involving the Brownian local time. Theorem 3.4 now follows readily from
Lemmas 3.5 and 3.6.

Proof of Theorem 3.4: Write f~! for the inverse function of f, so f(A;) > o;_ if
and only if A, > f~!(0,_). An immediate combination of Lemmas 3.6 and 3.5 shows
that

P(f(A¢) > 04— infinitely often as t — oco) =0 or 1

according as the integral [* Tl o f~!(z)dU(z) converges or diverges. By a change of
variables and an integration by parts, the latter is equivalent to the integral (3.4)
being finite or infinite. Next, recall that g, = o(L;—) for all t > 0 a.s. It follows that
f(A¢) > o, infinitely often as t — oo if and only if f(t — ¢g;) > ¢; infinitely often. We
deduce that a.s.,

litrr_lmi)glfgt/f(t —g)>1lor <1

according as (3.4) converges or diverges.

First, assume that (3.4) diverges. By the subadditivity of the renewal function,
the same holds when f is replaced by ef for an arbitrary ¢ € (0,1). It follows
that liminf; .. g;/f(t — g;) = 0 a.s., and because [ increases, we conclude that
liminf; .. g:/f(t) =0 a.s.

Finally, assume that (3.4) converges. By the same argument based on the sub-
additivity of the renewal function as above, we have that lim; . ¢;/f(t — g;) = ©
a.s. It is then straightforward to derive from the assumptions lim; .. f(t)/t = 0 and
liminf, o f(¢)/f(2t) > 0 that lim; o g:/f(t) = oo a.s. (simply distinguish the cases
g <t/2 and g, > t/2). |

We now conclude this chapter with an interesting application of the techniques
developed so far to the case when the regenerative set is given in the form R =
{t >0: X, =r}, where X is some Markov process started from a regular point 7.
Theorem 3.2 provides a necessary and sufficient condition for g¢;/t to converge in
probability; and it is natural to ask whether the convergence then holds almost surely.
To this end, the equivalence

tlim g/t =0 as. <= risa transient state
— 00

is obvious (if r is a recurrent state, then g; = ¢ infinitely often). The problem of the
convergence towards 1 is less obvious. Its solution is essentially a variation of a result
of Kesten on the asymptotic behaviour of the largest step of increasing random walks.



Proposition 3.7 (Kesten [97]) The following assertions are equivalent:
(i) limy—oo g1/t = 1 a.s.
(ii) P (liminf; ., g:/t > 0) > 0.

(iii) The Markov process X is positive recurrent.

Proof: (i) < (ii) It is immediate to see that (i) holds if and only if for every € > 0,
A; < eoy_ for all sufficiently large t, a.s. By Lemmas 3.5 and 3.6, we deduce that

(i) <:>/ Il(et)dU(t) < oo for every € > 0.

Similarly, (ii) holds if and only if the event {A; < ko, for all sufficiently large ¢} has
positive probability for some k < co. Again by Lemmas 3.5 and 3.6, we deduce that

(ii) <:>/ I(kt)dU(t) < oo for some k < 0o.

Because the renewal function is subadditive, an integration by parts now shows that
(i) and (ii) are equivalent.

(i) < (iii) Let us exclude the degenerate case when o is a pure drift, and recall from
Proposition 1.4 that then U(t) =< t/I(t) as t — oo where I stands for the integrated
tail of the Lévy measure. On the other hand, we know from the preceding argument

that
tTI(dt)

1(t)

where the second equivalence follows from an integration by parts.

< 00,

i<:>/ t)dU (t <oo<:>/

Recall from (2.3) that X is positive recurrent if and only if E(oy) < oo, that is
if and only if I(c0) = [{°TI(t)dt = J0,00) t1I(dt) < 0o. Because I is an increasing
function, it is plain that (i) holds in this case.

We next suppose that (i) holds. It is immediately checked that the mapping
t — t/I(t) increases, and the convergence of the preceding integral thus forces tI1(t) =
o(I(t)). An integration by parts shows that

%o _ 1 tIO(t)
[0 (15~ ) < >

and hence we must have [*TI(¢)I~'(t)dt < oco. The latter is clearly equivalent to
I(00) < o0, that is to (iii). [ |

In the positive recurrent case, an application of Lemmas 3.5 and 3.6 and the
renewal theorem (Proposition 1.6) shows that the sample path behaviour of the last
passage time process is specified as follows: For every increasing function f : (0, 00) —
(0, 00)

P(t — g+ > f(t) infinitely often as t — oco) = 0 or 1

according as the integral [*TIo f(t)dt converges or diverges.



Chapter 4

Rates of growth of local time

We present the remarkable law of the iterated logarithm for the local time due to
Fristedt and Pruitt, and also investigate the modulus of continuity of the local time
on a path. The independence and stationarity of the increments of a subordinator are
the key to the proper application of the Borel-Cantelli lemma.

4.1 Law of the iterated logarithm

The main result of this section is the following version of the law of the iterated
logarithm for local times.

Theorem 4.1 (Fristedt and Pruitt [61] 1) There exists a positive and finite constant

cep such that
. L:® (t71loglog ®(t71))
lim sup = Cop a.s.
-0+ loglog ®(t~1)

The exact value of cg does not seem to be known explicitly in general. When ® is
regularly varying with index « € [0, 1] at oo, then ¢ = ¢,, where

o = a (1 —a) 19, (4.1)
with the convention 07° = 1; see Barlow, Perkins and Taylor [5], or [8]. The sharpest
result related to Theorem 4.1 is in Pruitt [130].

There is also a version of Theorem 4.1 for large times, which follows from a simple
variation of the arguments for small times. Specifically, suppose that the killing rate
is k = 0. Then there exists ¢, € (0,00) such that

L:® (t log|log (¢!
® og [log (t)|) = Cp a.s. (4.2)

.
e log | log ®(t~1)|

!Theorem 4.1 is slightly more explicit than the result stated in [61]. Specifically, the normalizing
function there is the inverse function of ¢ — ¢ (t7! loglog Lﬂ(t_l))_l loglog p(t~1), where ¢ denotes
the inverse function of ®. However, after some tedious calculation, one can check that the normalizing
function in [61] and that in Theorem 4.1 are of the same order, and therefore the two statements
agree.
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When L is the local time at a regular point for some recurrent Markov process, the
ergodic theorem asserts that if A is a positive additive functional associated with a
measure p with finite mass, then A, ~ u(E)L; as t — oo, a.s. A law of the iterated
logarithm for A thus follows from (4.2). Further developments in the direction of

a second order law, were made recently by Cséki et al. [39], Marcus and Rosen
[115, 116], Bertoin [8], Khoshnevisan [98]...

The proof of Theorem 4.1 relies on two technical lemmas. We write

_ loglog ®(t1)
1 = ® (t~1loglog ®(t1))’

and denote the inverse function of ® by ¢.

t small enough,

Lemma 4.2 For every integer n > 2, put
logn
t, = —2" g = f(t,).
p(emlogn) f(tn)
(i) The sequence (t, : m > 2) decreases, and we have a, ~ e~ ™.

(ii) The series XP (L, > 3a,) converges

Proof: (i) The first assertion follows readily from the fact that ¢ is convex and
increasing. On the one hand, since ® increases, we have for n > 3

O(t 1) = d(p(e”logn)/logn) < ®(p(e”logn)) = e"logn.
On the other hand, since ® is concave, we have for n > 3
O(t;1) = d(p(e™logn)/logn) > ®(p(e"logn))/logn = e".
This entails
loglog ®(t, ') ~ logn (4.3)
and then
t-1loglog ®(t;') ~ ¢(e"logn).

Note that if o, ~ (3, then ®(a,,) ~ ®(8,,) (because ® is concave and increasing). We
deduce that
o (t;l log log @(t;l)) ~ e"logn, (4.4)

and our assertion follows from (4.3).

(ii) The probability of the event {L;, > 3a,} = {034, < t,,} is bounded from above
by
exp{At, }E (exp{—Ao3,, }) = exp{At, — 3a,P(N)}

for every A > 0. We choose A = p(e"logn); so ®(\) = e€"logn and At,, = logn. Our
statement follows now from (i). |

Lemma 4.3 For every integer n > 2, put
2logn
n = ) bn = n)-
s ©(2exp{n?}logn) f(sn)
(i) We have b, ~ exp{—n?}.

(ii) The series XP (o(b,/3) < 2s,/3) diverges




Proof: (i) Just note that s, = t,2 and apply Lemma 4.2(i).
(ii) For every b, s and A > 0, we have

-1

Plo, > s) < (1—e ™) E(1—exp{-Aa}) ,

which entails

a—b®(V) As

J— ei
1—e?s
Apply this to b = b,/3, s = 2s5,/3 and A = ¢(2exp{n?}logn), and observe that
then ®(\) = 2exp{n*}logn, As = 3logn and b®(A) ~ 2logn (by (i)). In particular

P(O’b < S) > (45)

e b®N) > =3/ for every sufficiently large n; we thus obtain
=34 _ 43
2P (0(b,/3) < 25,/3) > EEEr=v
and our claim follows. [ |

We are now able to establish the law of the iterated logarithm, using a standard
method based on the Borel-Cantelli lemma.

Proof of Theorem 4.1: 1. To prove the upper-bound, we use the notation of
Lemma 4.2. Take any t € [t,1,t,], 0, provided that n is large enough

log log ®(t,1)
O (1,1, loglog ®(t, 1))

(because ® increases). By (4.3), the numerator is equivalent to logn, and, by (4.4),
the denumerator to ¢"**log(n + 1). By Lemma 4.2, we thus have

limsup f(t,)/f(t) <e.

t—0+

f@t) =

On the other hand, an application of the Borel-Cantelli to Lemma 4.2 shows that

limsup Ly, / f(t,) < 3 a.s.

n—oo

and we deduce that

%ﬁ?ﬂw§<ﬁﬂ?ﬁ%>o?ﬁﬂﬁg>g% s

2. To prove the lower-bound, we use the notation of Lemma 4.3 and observe that the
sequence (b,,n > 2) decreases ultimately (by Lemma 4.3(i)). First, by Lemma 4.3(ii),
we have

> P(0(bn/3) — 0(bus1/3) < 25,/3) > D> P(0(bn/3) < 25,/3) = 00;
so by the Borel-Cantelli lemma for independent events,

it 7 (Bn/3) = 0(0011/3)

n—o0 Sn

2
< -.
-3



If we admit for a while that
1
n—00 Sn 4
we can conclude that b /3 "
lim inf 7(bn/3) < —.
oo g 12
This implies that the set {s : o(f(s)/3) < s} is unbounded a.s. Plainly, the same
then holds for {s: L; > f(s)/3}, and as a consequence:

limsup L,/ f(t) > 1/3 a.s. (4.7)
t—0+

Now we establish (4.6). The obvious inequality (which holds for any A > 0)
P (0(bns1/3) > sn/4) < (1 — exp{—As,/4}) " E (1 — exp{—Ao(bns1/3)})

entails for the choice

21
A = ¢(2exp{n*}logn) = oen
Sn
that
20,41 exp{n®}logn

P (o(bns1/3) > s,/4) < .
( ( +1/ ) / ) 3(1—exp{—%logn}>
By Lemma 4.3(i), the numerator is bounded from above for every sufficiently large n
by
3exp{n® — (n+1)°}logn < e

and the denumerator is bounded away from 0. We deduce that the series

S P (0(bus/3) > 50/4)
converges, and the Borel-Cantelli lemma entails (4.6). The proof of (4.7) is now

complete.

3. The two preceding parts show that
limsup L,/ f(t) € [1/3, 3¢] a.s.
t—0+

By the Blumenthal zero-one law, it must be a constant number cg, a.s. [ |

To conclude this section, we mention that the independence and homogeneity of
the increments of the inverse local time are also very useful in investigating the class
of lower functions for the local time. We now state without proof the main result in
that field, which has been proven independently by Fristedt and Skorohod. See [57],
[67], or Theorem II1.9 in [11], where the result is given in terms of the rate of growth
of the subordinator.

Proposition 4.4 (i) When d > 0, one has lim;_o; L/t = 1/d a.s.
(i) When d = 0 and f : [0,00) — [0,00) is an increasing function such that

t — f(t)/t decreases, one has

liminf L,/f(t) = 0 as <= f(x)Il(dz) = 0.
t—0+ 0+

Moreover, if these assertions fail, then lim;_o. L/ f(t) = 00 a.s.



4.2 Modulus of continuity

Once a law of the iterated logarithm has been established for a continuous process,
it is natural to look for information on its modulus of continuity. Again we have a
general result that holds for any local time of a Markov process.

Theorem 4.5 For every T > 0, we have a.s.
_ ~1 ~1

lim sup { sup

t—0+ |o<r<T log ®(t~1)
i (Lry — L)@ (1 log ®(t))
.. — t  log (1™
] f TH T > 1/6
iy {OEEIS)T log ®(t—1) }_ /

Theorem 4.5 has been obtained in a less explicit form by Fristedt and Pruitt [62],
following an earlier work of Hawkes [69] in the stable case. The bounds 1/6 and 12
are clearly not optimal, and a much more precise result is available under the condition
that @ is regularly varying with index a € [0, 1] at co: In that case, one has a.s.

L,y —L.)®(t tog®(t!
i [ U LI s

s
t—0+ oglrlg:r log ®(t1)

where ¢ is the constant that appears in Theorem 4.1; see e.g. [8]. Whether or not
this identity holds in any case is an open problem.

To start with, we write
log ®(t71)
O (t-1log®(t1))’

and recall that ¢ stands for the inverse function of ®. We then introduce for every
integer n > 2:

g(t) = t small enough,

(ner)

t(n) =

¥
Lemma 4.6 (i) The sequence (t(n) : n > 2) decreases. Moreover we have:

n

log®(t(n)™) ~n , ®tn) " logd(t(n)™)) ~ne™ , a,~e".
(ii) For n large enough and any t € [t(n + 1),t(n)], we have
a(n)/3 <g(t) <3a(n+1).

Proof: (i) follows from an argument similar to that in Lemma 4.2.

(ii) Since ® increases, we have
log ®(t(n)~")

90 2 G+ 1) Tlog B(i(n + 1))

We know from (i) that the numerator is equivalent to n, and the denumerator to
(n+ 1)e"*!. Using (i) again, we deduce that for n large enough, g(t) > a(n)/3. The
proof of the second inequality is similar. [ |

Next, we establish the following upper bound.



Lemma 4.7 We have for every p > 0

1nnsup{isup (L >/g<>} <12, as

t—0+ 0<7<0,

Proof: Consider for every n € N and every integer j = 0,1,---,[p/a(n)] the event

Ajn = {0(j+3)a(n) — Oja(n) < t(n>} :

By the Markov property of o, we have for every A > 0

P(Aj,) = P (U3a ) < t(n)) < exp{At(n)}E (exp {—/\aga(n)})
= exp{At(n) —3a(n)®(\)} .

The choice A = p(ne™) together with Lemma 4.6(i) yield
IP(AJ”) S eXp{n - 3nena(n)} — 0(6_2n);

so that (using again Lemma 4.6(i)) P (U Ajn) = o(e™™). Hence >, P (U Ajn) < 00.
We conclude that o(ji3)amn) — Tjan) > t(n) for all large enough n and all integers

j < Ip/a(n)], as.
We now work on the event that

isup{ sup (Lo = L) o)} > 12

t—0+ 0<7<0o,

Then, for some arbitrarily large n, we can find ¢ € [t(n+1),t(n)] and 7 € [0, 0,] such
that L, — L; > 12¢(¢). On the other hand, we have (j — 1)a(n) < L, < ja(n) for
some integer j < [p/a(n)]. By Lemma 4.6(ii), this implies

Ly > (j—1a(n) +129(t) > (j — 1a(n) +4a(n) = (j + 3)a(n);
and therefore we then have both
Tjany = T and  0@y3)am) <7 +1t.
In conclusion, we must have o(j;13)a(n) — Tjam) < t < t(n); and we know that the

probability of the latter event goes to zero as n — oo. n

The first part of Theorem 4.5 derives from Lemma 4.7 by an immediate argument
of monotonicity. Similarly, the second part is a consequence of the following lemma.

Lemma 4.8 We have for everyn > 0:

liminf{ sup (Lyis — )/g()} >1/2,  as.

t=0+ | 0<r<o,



Proof: We keep the notation of Lemma 4.6. Consider for every n € N and every
integer j = 0,1,---,[n/a(n)] the event

B = {0(+1)am)2 — Tjamyz = tn)} .

By the independence and stationarity of the increments of o, we have

(ﬂ ) = P(By,)" " < eXp{_a(nm(l —IP’(BOn))} .

To estimate the right-hand side, we apply (4.5) with b = a(n)/2, s = t(n) and
A = p(ne"), so P(\) = ne™. Using Lemma 4.6(i), we get

exp{—2n/3} — exp{—n}
1 —exp{—n}

1— ]P)(BOn) = P(Ua(n)/Z < t(n)) < ~ eXp{_2n/3}'

Applying Lemma 4.6(i) again, we deduce that

(ﬂB]n) = O (exp {—nexp{n/2}}) .

and the right-hand side induces a summable series.

Applying the Borel-Cantelli lemma, this entails that a.s., for every sufficiently
large integer n, we are able to pick an integer j € {0,1,---,[n/a(n)]} such that

O(j+1)a(n)/2 — Tjatny/2 < t(n).

Writing 7(n) = 0ja(n)/2, we thus have L.,y = ja(n)/2 and Lr(n)14m) > (j + 1)a(n)/2.
This forces
Ley+tn) = Lry > a(n)/2 = g(t(n))/2.

As a consequence, for every t € [t(n+1),¢(n)], Lemma 4.6(ii) and an obvious argument
of monotonicity yield

Lrtnityst = Lrmyny > g(t(n+1))/2 > g(t)/6;

which establishes the lemma. [ ]

The law of the iterated logarithm specifies the rate of growth of the local time at
the origin of times. By the regenerative property and the additivity of the local time,
we see that for any stopping time T which takes its values in the subset of points in
R which are not isolated on their right, the rate of growth of L at time 7" is the same
as at the origin. Theorem 4.5 can be combined with a condensation argument due
to Orey and Taylor [124] to investigate the maximal rate of growth on a path. More
precisely, it is immediate from the first part of Theorem 4.5 that

_ -1 -1
lim sup (Lrie — Lr) @ (¢ log (¢ 1))
-0+ log ®(t—1)

< 12, forall 7> 0,



and the second part, combined with the condensation argument (cf. [124] for details),
yields that a.s.

_ -1 -1
lim sup (Lrie — Lr) @ (¢ log (¢ 1))

> 1/2, for some 7 > 0.
t—0+ log (¢t~ 1) z 1/ -

An instant 7 for which the preceding lower bound holds, is referred to as a rapid
point for the local time, in the terminology of Kahane [90]. Adapting arguments of
Orey and Taylor [124] for Brownian motion, Laurence Marsalle [118] has obtained
interesting results about the Hausdorff dimension of the set of fast points when & is
regularly varying at oo.

It is also natural to investigate the minimal rate of growth of the local time at
instants 7 € R which are not isolated on their right R (otherwise the rate of growth
is plainly zero). To this end, Marsalle [118] (extending earlier results of Fristedt [59]
in the stable case) has shown recently that under some rather mild conditions on
the Laplace exponent ®, the minimal rate of growth has the same order as 1/®(1/t).
Specifically, one has a.s.

limsup (L, — L;) ®(1/t) > 0 for every 7 € R not isolated on its right. ,
t—0+

and

limsup (L4 — L;) (1/t) < o0 for some 7 > 0.
t—0+

An instant 7 which fulfils the preceding conditions is referred to as a slow point.
Finally, we mention that functional (i.e. @ la Strassen) laws of the iterated loga-

rithm for certain local times have been obtained by Marcus and Rosen [115], Cséaki et
al. [40] and Gantert and Zeitouni [65].



Chapter 5

Geometric properties of
regenerative sets

This chapter is concerned with two geometric aspects of regenerative sets. We first
discuss fractal dimensions and then consider the intersection with a given Borel set.
The intersection of two independent regenerative sets receives special attention.

5.1 Fractal dimensions

5.1.1 Box-counting dimension

The box-counting dimension is perhaps the simplest notion amongst the variety of
fractal dimensions in use; see Falconer [52]. For every non-empty bounded subset
F C [0,00), let N.(F) be the smallest number of intervals of length (at most) ¢ > 0
which can cover F'. The lower and upper box-counting dimensions of F' are defined as

. o JdogNJF) o — . log N.(F)
dimp(F) = lim inf Toglje dimg(F) = hgﬂgggpm

Y

respectively. When these two quantities are equal, their common value is referred to
as the box dimension (or also the Minkowski dimension) of F.

Following Blumenthal and Getoor [22], we next introduce the so-called lower and
upper indices of the Laplace exponent &

log ®
ind (®) = sup {,0 >0: )\h_)nolo PN P = oo} = hﬂi‘.}folg%@ﬁ
log (A
nd(®) = inf{p >0 lim QA = 0} - lirknﬂs:ipoig()\),

with the usual convention sup ) = 0. For instance, in the stable case ®(\) = A%, the
lower and upper indices both equal «; and for a Gamma process, both the lower and
upper indices are zero. Making use of Proposition 1.4, it is easy to exhibit a Laplace
exponent such that ind (®) = a and ind (®) = b for arbitrary 0 < a < b < 1.
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Theorem 5.1 We have a.s. for everyt > 0

dimp(RN[0,4]) = ind(®) and dimp(RN[0,£]) = ind (P).

Proof: The argument for the upper dimension is essentially a variation of that for
the lower dimension, and we shall merely consider the latter. As we are concerned
with a local path property of subordinators, there is no loss of generality in assuming
that the killing rate is k = 0. Fix ¢ > 0 and introduce by induction the following
sequence of finite stopping times: T'(0,¢) = 0 and

T(n+1,e) = inf{t >T(n,e): 0y — Opme > €}, n=0,1,---

Because the points op(.), 07(1,), - - - are at distance at least ¢ from each others, we
see that for every fixed t > 0, if T'(n,¢) < t, then the minimal number of intervals of
length € that is needed to cover RN [0, t] cannot be less than n+1. On the other hand,
it is clear from the construction that the intervals [JT(n,E), OT(ne) T ¢] have length ¢
and do cover R. We conclude that

N (RNJ0,t]) = Card {n eEN:opp < t} : (5.1)

Next, introduce an independent exponential time 7 with parameter 1. The Markov
property of ¢ applied at time T'(n,e) and the lack of memory of the exponential law
entail that

P (UT(n+l,5) <7 | or@me < T) = P (JT(nJrl,E) — 0T(ne) ST = OT(ng) | OT(nye) < T)

= P (UT(I,E) S 7') .

In other words, the random variable in (5.1) has a geometric distribution with param-
eter P (O’T(LE) < 7') =P(g, >¢), ie.

P(N.(RN[0,7]) >n) = (1-P(g, <)) . (5.2)

In order to estimate the left-hand side, recall from Lemma 1.11 that the Laplace trans-
form of g, is (1)/P(14-). It follows from the same argument based on the Tauberian
theorem of de Haan and Stadtmiiller that we used in the proof of Proposition 1.4,
that

P(g, <e) < 1/®(1/¢e), (e — 0+4). (5.3)

Pick first p > ind (®), so (by (5.3)) there is a sequence of positive real numbers

en | 0 with lim,, . €, °P(g, < €,) = co. It now follows from (5.2) that

lim P (N, (RN[0,7]) >&,”) =0,

n—oo

and this forces (by Fatou’s lemma)

lim inf log Ne (RN [0,7)) <p a.s.
e—0+ log1/e

We have thus proven the upper bound dim g(R N [0,¢]) < ind (®) a.s.



To establish the converse lower bound, we may suppose that ind (®) > 0 since
otherwise there is nothing to prove. Then pick 0 < p < ind (®) and note that the
series Y 2" /®(2™) converges. We deduce from (5.2) and (5.3) that

> P (Nyn (RN[0,7]) <2™) < o0
n=0
so by the Borel-Cantelli lemma and an immediate argument of monotonicity

log N. (RN [0, 7])

heg(ﬁlf log1/e =P a-
This shows that dim g(R N [0,¢]) > ind (P) a.s. |

5.1.2 Hausdorff and packing dimensions

Lower and upper box-counting dimensions are attractively simple notions which are
rather easy to work with in practice. However they are not always relevant in dis-
cussing fractal dimension, due to the following fact (see Proposition 3.4 in [52]): The
closure F of a set F' has the same lower and upper box-counting dimensions as F. In
particular, a countable dense subset of [0, 1] has box-dimension 1, which is a rather
disappointing feature.

This motivated the definition of modified boz-counting dimensions (see Falconer
[52], section 3.3):

dim vp(F) = inf {SupdinlB(Fi) :FC Fz} ;
i i=1

dimyp(F) = inf {supdimB(E) :FC E} .
i =1

It is clear that in general
dim yp(F) < dimp(F) and dimyp(F) < dimp(F),

and these inequalities can be strict. Nonetheless, the box dimension and its modified
version always agree for regenerative sets.

Lemma 5.2 We have a.s. for everyt >0

dimg(RN[0,t]) = dimyp(RN[0,t]) and dimg(RNI0,t]) = dimysg(RNI0,]).

Proof: The random set R N [0,¢] is compact and an immediate application of the
Markov property shows that

dimp(RN[0,NV) = dimp(RN[0,]) , dimp(RN[0,£NV) = dimp(RNI0,#)

for all open sets V' that intersect R N[0, ¢]. Our claim follows from Proposition 3.6 in
Falconer [52]. |



Taylor and Tricot [148] introduced the so-called packing dimension dim p, which
in fact coincides with the upper modified box-counting dimension dim yg; see Propo-
sition 3.8 in [52]. Combining Lemma 5.2 and Theorem 5.1 thus identifies the packing
dimension of a regenerative set with the upper index of its Laplace exponent, which
is a special case of a general result of Taylor [147] on the packing dimension of the
image of a Lévy process. We refer to Fristedt and Taylor [63] for further results on
the packing measure of the range of a subordinator.

We next turn our attention to the so-called Hausdorff dimension; let us first briefly
introduce this notion and refer to Rogers [133] for a complete account. Fix p > 0. For
every subset F' C [0,00) and every € > 0, denote by C(e) the set of all the coverings
C ={1;,1 € T} of E with intervals I; of length |I;| < ¢ (here Z stands for a generic at
most countable set of indices). Then introduce

P — f IP
me(F) = Jinf 2 I

Plainly m?(F') increases as € decreases to 0+, and the limit is denoted by

P
m?(F) —181%0161(1:1(? Z|I| [0, 00].

It can be shown that the mapping F' — m”(F) defines a measure on Borel sets, called
the p-dimensional Hausdorff measure. It should be clear that when [ is fixed, the
mapping p — mP(F) decreases. Moreover, it is easy to see that if m?(F) = 0 then
m? (F) = 0 for every p' > p; and if m?(F) > 0 then m? (F) = oo for every p’ < p.
The critical value

dimg(F) =sup{p > 0: m”(F) < oo} =inf{p > 0: m”(F) = 0},

is called the Hausdorff dimension of F'. We now identify the Hausdorff dimension of
R with the lower index of its Laplace exponent.

Corollary 5.3 (Horowitz [73]) We have for everyt >0 dimyx (RN[0,¢]) = ind (P)
a.s.

Proof: The upper bound follows from Theorem 5.1, Lemma 5.2 and the obvious fact
that
dim 4 (F) < dim p(F)

for all bounded sets.

To prove the lower bound, we may suppose that ind (®) > 0 since otherwise there is
nothing to prove. The argument is based on the fact that the local time is a.s. Holder-
continuous with exponent p on every compact time interval, for every p < ind (P).
To establish the latter assertion, note first by an application of the Markov property
of o at L; that for every p > 0 and s,t > 0:

E ((Les — Le)") < E(LY) -
It follows that

E ((Ltys — Ly)P) < p/oo " P(L, > x)dr = p/oo 2" P(o, < s)du.
0 0



Using the obvious inequality
P(o, < s) < eE(exp{—s'0,}) = exp{l —2®(s7 1)},

we get
E((Lees — Lo)P) < el(p+ 1)(s 7).

The Holder-continuity now derives from Kolmogorov’s criterion and the very definition
of the lower index.

Next, consider a covering of RN[0, ¢] by finitely many intervals [ag, bo, - - -, [an, bn),
where ay < by < -+ < a, < b, (there is no loss of generality in focussing on finite
coverages, because R N [0,t] is compact). Observe that Ly, , = L,, fori=1,---,n

Since L is a.s. Holder continuous with exponent p on [0, 1], we deduce that
Z(b Z (Lp, — Lo;) = KLy, > KL; >0 as.
' i=0

where K > 0 is a certain random variable. This shows that the p-Hausdorff measure
of R N[0, ] is positive a.s., so its Hausdorff dimension is at least p. [ |

To summarize the main results of this section, there are two natural fractal dimen-
sions -which may coincide- associated with a regenerative set. The lower dimension
agrees both with the Hausdorff dimension and the lower (modified) box-counting di-
mension; it is given by the lower index of the Laplace exponent. The upper dimension
agrees both with the packing dimension and the upper (modified) box-counting di-
mension; it is given by the upper index of the Laplace exponent.

There exist many further results in the literature about Hausdorff dimension and
subordinators; see section IIL1.5 in [11] and [58] and references therein. To this end,
we also recall that Fristedt and Pruitt [61] have been able to specify the exact Haus-
dorff measure of the range; which provides a remarkable refinement of the result of
Horowitz. In a different direction, the multifractal structure of the occupation mea-
sure of a stable subordinator has been recently considered by Hu and Taylor [78].

5.2 Intersections with a regenerative set

5.2.1 Equilibrium measure and capacity

We are concerned with the probability that a regenerative set R intersects a given
(deterministic) Borel set B. As R only differs from {o; : t > 0}, the set of points that
are visited by the subordinator o, by at most countably many points, it is readily

seen that
P(RNB#() = P(o, € B for some t > 0) .

This connection enables us to investigate the left-hand-side using the classical poten-
tial theory for Markov processes; see Chapter VI in Blumenthal and Getoor [23], Berg
and Forst [6], and the references therein. To this end, it will be convenient to use the



notation P* for the law of the subordinator started from x € R, viz. the distribution
of x + o under P = PY.

For the sake of simplicity, we will assume that the renewal measure is absolutely
continuous and that there is a version of the renewal density that is continuous on
(0,00). As a matter of fact, the results of this section hold more generally under
the sole assumption of absolute continuity for the renewal measure; the continuity
hypothesis for the renewal density just enables us to circumvent some technical dif-
ficulties inherent to the general case. The probability that a bounded Borel set B is
hit by ¢ can be expressed in terms of renewal densities and the so-called equilibrium
measure of B as follows (cf. Theorem VI(2.8) in [23]).

Proposition 5.4 Suppose that U is absolutely continuous with a continuous density
on (0,00), and write u(t) for the version of U(dt)/dt such that u =0 on (—o0,0] and
u is continuous on (0,00). Let B C (—o00,00) be a bounded Borel set. There is a
Radon measure g, called the equilibrium measure of B, with Suppug C B, and such
that for every x € (—oo, 00)

P? (o € B for some t > 0) = / u(y — x)up(dy).

(700700)

Proof: The argument is a variation of that of Chung (cf. Chapter 5 in [35]). Fix x
and introduce the last-passage time in B,

= sup{t > 0:0, € B},

and note that o, € B whenever 0 < v < co. Then consider for every ¢ > 0 and
every bounded continuous function f: R — [0, 00) the quantity

1(5) = ¢ 'E* </0 f(Ut)l{ve(t,tJrs)}dt) .

The continuity of f and the identity

I@):ﬂy<5441@+f@0ﬁ>

make clear that
lim I(e) = E*(f (0,-),0 <y < 00) . (5.4)

e—0+

On the other hand, an application of the Markov property shows that
16) = B ([ flonevlondt) = [~ suly— ey, (55)

with ¥.(y) =PY(0 <y <e).

It is readily seen from the resolvent equation (cf. [11] on page 23) that u is positive
on (0,00). First take the function f in the form

f@):{gwﬂwy—x) ify>a

0 otherwise



where g is a continuous function. As x is arbitrary, we see from (5.4) and (5.5) that
the measure e 11, (y)dy converges weakly towards some Radon measure, say pgz. We
then deduce that

P* (0,- € dy,0 <y <o00) = uly — z)up(dy)

(recall that w is continuous except at 0 and that w(0) = 0). In particular up has
support in B and

P? (0, € Bforsomet>0) =P"(0<y<o0) = / u(y — x)pp(dy),

—00

which establishes our claim. [ ]

The total mass of the equilibrium measure is called the capacity of B, and is
denoted by
Cap(B) = up(R) = pup(B).
The set B is called polar if it has zero capacity, i.e. its equilibrium measure is trivial.
We see from Proposition 5.4 that B is polar if and only if for every starting point
x € R, the subordinator o never visits B at any positive instant. The capacity can
also be expressed as

Cap(B) = sup {u(R) s (R~ B) =0 and [ ulw—y)u(dy) <1} |

see Blumenthal and Getoor [23] on page 286. As an immediate consequence, one
obtains the following characterization of Borel sets B C (0, 00) that do not intersect
a regenerative set R:

P(BNR=0) =1 <= supUpu(x) = oo Vu probability measure with u(B) =1,

zeR (56)
where Up(z) = [u(y — z)u(dy).

5.2.2 Dimension criteria

The preceding characterization of polar sets is not always easy to apply, as it requires
precise information on the renewal density. Our purpose in this section is to present
more handy criteria in terms of the Hausdorff dimension (recall section 2.3). We
refer to Hawkes [70] for further results connecting the polarity of sets and Hausdorff
measures.

In order to present a simple test for non-intersection, we need first to estimate the
probability that R intersects a given interval.

Lemma 5.5 The following bounds hold for every 0 < a < b

U(b) — Ufa)
Ub—a)

U(2b—a) —Uf(a)

< P(RNJa,b] #0) < Ub—a)




Proof: Applying the Markov property at D, = inf{z > a:2 € R} =0y, we get

v~V = E( [ °° Locapdt) = /[a’b] Plor, € dn)E ([ Loctaso-apt)
- /M P(D, € dz)U(b— )
< P(D. <HU(b—a).
Since the events {D, < b} and {R N (a,b] # 0} coincide, the lower bound is proven.
A similar argument yields the upper-bound. More precisely

U2b—a)—U(a) = /[a2b a}]P’(DaEd:E)U(Qb—a—x)

> /[ ,B(Da €U (2b—a— 1) 2 P(D, <HUB—a).

This entails
U(2b—a) —Uf(a)

U(b—a) ’

and since the renewal function is continuous, our claim follows. [ |

P(R N (a,b] #0) <

Proposition 5.6 (Orey [123]) Suppose that the renewal measure has a locally bounded
density u on (0,00). Let B C (0,00) with dimyg(B) < 1 —ind (®). Then RN B =0
a.s.

Proof: As dimg(B) < 1 — ind(®), there is p < 1 — ind (®) such that the p-
dimensional Hausdorff measure of B is zero. This means that for every € > 0, one
can cover B with a family of intervals ([a;, b;] : ¢ € T) such that

iel
We then invoke Lemma 5.5 to get
a;) — U(a;)
U(b; — a;) '

P(RNB#0) < ZPRmal,z #0) Z
A

With no loss of generality, we may (and will) suppose that for some ¢ > 1, 1/¢ < a; <
b; < cfor every i. As U is Lipschitz-continuous on [1/c, 2¢], the right-hand side in the
ultimate displayed equation is less than or equal to

MZ b —az)

for some finite constant number M.

By Proposition 1.4, we know that there is a constant number k£ > 0 such that
1/U(t) < k®(1/t). The very definition of the upper index entails that ®(1/t) =
o(t’~1). We conclude that

P(RNB#D) <CY |b; —ail”,

i€l



and by (5.7), the right-hand side can be made as small as we wish. |

We then give a test for intersection with positive probability.

Proposition 5.7 (Hawkes [70]) Suppose that the renewal measure has a decreasing
density u on (0,00) with respect to the Lebesque measure. Let B C (0,00) with
dimg(B) > 1 —ind (®). Then P(RN B # () > 0.

Proposition 5.7 follows from (5.6) and the following variation of Frostman’s lemma.

Lemma 5.8 Under the hypotheses of Proposition 5.7, there is a probability measure
(1 with compact support K C B such that o * u is a bounded function.

Proof: Pick p strictly between 1 — ind (®) and dim y(B). According to Frostman’s
lemma (see e.g. Theorem 4.13 in [52] and its proof), there is a probability measure p
with compact support K C B such that

sup ly — x| ’u(dy) < oo.
>0 [0,00)
Applying Proposition 1.4 and the hypothesis that the renewal density u decreases, we
get
Ul(t) c
< .
t ~ tP(1/t)
On the other hand, we know from the very definition of the lower index that ®(1/¢) is
bounded from below by =1 for all small enough ¢ > 0. In conclusion u(t) = O(¢t?)
and our claim follows. ]

We point out that, since the Laplace transform of the renewal measure is 1/®, the
renewal density exists and is decreasing if and only if A/®(\) is the Laplace exponent
of some subordinator (this is seen by an integration by parts), and then Propositions
5.6 and 5.7 are relevant. For instance, recall that the zero set of a d-dimensional
Bessel process (0 < d < 2) can be viewed as the range of a stable subordinator with
index 1 — d/2. We deduce that a d-dimensional Bessel process never vanishes a.s.
on a time-set B C (0,00) with Hausdorff dimension strictly less than d/2, whereas
it vanishes with positive probability on a time-set with Hausdorff dimension strictly
greater than d/2.

5.2.3 Intersection of independent regenerative sets

We finally consider the intersection of two independent regenerative sets, say R
and R?. It should be clear that the closed random set R = R MR inherits the
regenerative property, and our main concern is then to characterize its distribution.

The case when both R and R are heavy is straightforward. Specifically, write
d® and d® for the positive drift coefficients of R and R?), respectively, and recall



that the renewal densities u(Y) and u(® are continuous and positive on [0, 00) (cf.
Proposition 1.9). Because R and R are independent, we have for every 2 > 0

P(zeR) = P(reRV)P(r e RP) = adVa®u()u®(z).

The right-hand side is a continuous everywhere positive function of z; we conclude
by an application of Proposition 1.9 that R is a heavy regenerative set whose renewal
density is proportional to uMu®). We present below a more general result.

Proposition 5.9 (Hawkes [71]) Let RV and R be two independent regenerative
sets and R = RMW NRA . Suppose that RV and RP both possess renewal densities
uV) and u® which are continuous and positive on (0,00), and that R does not reduce
to {0} a.s. Then R has a renewal density given by u = cuMu® | where ¢ > 0 the
constant of normalization.

Proof: The idea of the proof is the same as for Proposition 5.4. We assume first
that R™ is bounded, and hence so is R. Introduce the last passage times

AN = sup{t > 0: oM e RPY . 4@ = sup{t>0: P e RW}

which are positive and finite by assumption. Note also that the largest point of R can
be expressed as the common value go = o) (7(1)—> =0 (7(2) —%. Take a bounded
continuous function f : [0,00) X [0,00) — [0,00), and consider for every ¢ > 0 the
quantity

—2 [ o 2
I(&T) = E (5 2/0 ds/o dtf (0‘?)’ Ut( )) 1{7(1)E(s,s+s),'y(2)€(t,t+€)}) .

On the one hand, we can write I(g) as

4 e
-2 1 2
E <5 /W)—e ds A(2>_8 dtf (as P ))

and then apply the theorem of dominated convergence to get

lim I(e) = E(f(9goo) goo)) - (5.8)

e—0+

On the other hand, taking conditional expectation (i.e. an optional projection)

yields
1) = E(<72 [Tas [Tatf (s o) i)
0 0

with Yy, = P (7(1) € (s,54+¢),7? € (t,t+e) | FV ® ft(2)). An application of the
Markov property shows that

Yoi = 9.(cV — o)

s

where 1. (y) denotes the probability that the random sets

{U>020'1()1)+y672(2)} and {UZO:UQ(,Z)_:UER(U}



are both non-empty and contained into (0,¢). We thus have

Ie) = E (6_2 /OOO ds /OOO dtf (agl),at@)) bo(o) — ng)))
= /0°° /00O Iy, z)u(l)(y)u(2)(2)5—2¢€(y — 2)dydz . (5.9)

Next, take the function f in the form

fly,z) = mw(y)w(Z)

where h : (—o00,00) — [0,00) is a continuous bounded function and ¢ a continuous
function with compact support included into (0, c0). We deduce from (5.8) and (5.9)
that the measure e 2. (z)dx converges weakly as e — 0+ towards cdy for some ¢ > 0.
Finally take f in the form f(y, 2) = f(2) to get

P (oo € dt) = cu™ (t)u® (t)dt .

The comparison with Lemma 1.10 entails that the renewal measure U(dt) of R is
absolutely continuous with a density proportional to uMu?),

Proposition 5.9 is thus proven when R() is bounded. The case when RW is
unbounded follows by approximation, introducing a small killing rate in o). [ |

To apply Proposition 5.9, it is crucial to know whether R N R = {0} a.s.
Because a renewal measure is a Radon measure on [0, 00), Proposition 5.9 entails that
if R and R® both possess renewal densities (") and u® which are continuous and
positive on (0, c0), then

/ UV ()@ (z)dr = c0o = ROARZ = {0} as.
0+

By a recent result in [16], the necessary and sufficient condition for R NR? = {0}
a.s. is that the convolution u™® % u® is unbounded. I know no examples in which
u x u@ is unbounded and [y, uM(z)u? (z)dz < co. See also Evans [51], Rogers
[135] and Fitzsimmons and Salisbury [56] for results in that direction.

The problem of characterizing the distribution of the intersection of two indepen-
dent regenerative sets in the general case seems still open. We refer to [16] for the
most recent results, and to Hawkes [71], Fitzsimmons et al. [54], Fristedt [60] and
Molchanov [120] other works this topic. See also [14] for another geometric problem
on regenerative sets involving the notion of embedding, which is connected to the
preceding.



Chapter 6

Burgers equation with Brownian
initial velocity

This chapter is adapted from [15]; its purpose is to point out an interesting connec-
tion between the inviscid Burgers equation with Brownian initial velocity and certain
subordinators. Applications to statistical properties of the solution are discussed.

6.1 Burgers equation and the Hopf-Cole solution

Burgers equation with viscosity parameter € > 0
Ou+ 0, (u?/2) = ed2,u (6.1)

has been introduced by Burgers as a model of hydrodynamic turbulence, where the
solution u.(x,t) is meant to describe the velocity of a fluid particle located at x at
time ¢. Although it is now known that this is not a good model for turbulence, it still
is widely used in physical problems as a simplified version of more elaborate models
(e.g. the Navier-Stokes equation). A most important feature of (6.1) is that it is
one of the very few non-linear equations that can be solved explicitly. Specifically,
Hopf [75] and Cole [37] observed that applying the transformation v = 2¢log ¢ to the
potential function 7 given by 9,7 = —u., yields the heat equation 9,9 = €9?,g. This
enables one to determine g and hence u..

The asymptotic behaviour of the solution u,. of (6.1) as ¢ tends to 0 is an interesting
question. Roughly, u. converges to a certain function uy = u, which provides a (weak)
solution of the inviscid limit equation

O+ 0, (u?/2) = 0. (6.2)
More precisely, u can be expressed implicitly in terms of the initial velocity u(-,0)

as follows (cf. Hopf [75], and also [142] and [140] for a brief account). Under simple
conditions such as u(-,0) = 0 on (—o00,0) and liminf, .. u(x,0)/xz > 0, the function

s — /Os(tu(r, 0) +r—x)dr (6.3)

20



tends to oo as s — o0, for every > 0 and ¢t > 0. We then denote by a(z,t) the largest
location of the overall minimum of (6.3). The mapping x — a(z, t) is right-continuous
increasing; it is known as the inverse Lagrangian function. The Hopf-Cole solution to
(6.2) is given by

x —a(x,t)

u(z,t) = ;

(6.4)

6.2 Brownian initial velocity

Sinai [140] and She et al. [142] have considered the inviscid Burgers equation when
the initial velocity is given by a Brownian motion; see also Carraro-Duchon [33] where
(6.2) is understood in some weak statistical sense. More precisely

u(-,0) =0 on (—o0,0], and (u(z,0),x >0) is a Brownian motion (6.5)
is enforced from now on. Our main purpose is to point out that for each fixed ¢t > 0,

the inverse Lagrangian function is then a subordinator; here is the precise statement.

Theorem 6.1 For each fized t > 0, the process (a(x,t): x> 0) is a subordinator
started from a(0,t). Its Laplace exponent ® is given by

V2tg+1—-1

t2 '
In other words, (a(x,t) — a(0,t) : @ > 0) has the same distribution as the first passage
process of a Brownian motion with variance t> and unit drift.

®(q) =

One can prove that the random variable a(0,¢) has a gamma distribution, which
completes the description of the law of the inverse Lagrangian function. As this is not
relevant to the applications we have in mind, we omit the proof and refer to [15] for
an argument (see also Lachal [105] for the law of further variables related to a(0,1)).

Theorem 6.1 has several interesting consequences; we now briefly present a few,
and refer to [18] for some further applications connected to the multifractal spectrum
of the solution (see also Jaffard [86]).

The discontinuities of the Eulerian velocity u are a major object of interest. Call
x > 0 an Eulerian regular point if w is continuous at z, and an Eulerian shock point
otherwise. In the latter case the amplitude of the jump wu(z,t) —u(z—,t) is necessarily
negative (see (6.4) and Theorem 6.1); from the viewpoint of hydrodynamic turbulence,
it corresponds to the velocity of the fluid particle absorbed into the shock. For each
fixed t > 0, let us write

A(t) = (a(x,t) —a(z—,t),z > 0)

for the process of the jumps of the inverse Lagrangian function taken at time ¢, and
recall from (6.4) that u(z,t) — u(z—,t) = —1A,(%).

Proposition 1.3 and the Lévy-Khintchine formula

1 [e')
2q+1—-1= — 1—e @)y 3 2exp{—y/2} d
V24 Jﬂo( )y exp {—y/2} dy

yield the following statistical description of the shocks.



Corollary 6.2 For each fized t > 0, A(t) is a Poisson point process valued in (0,00)
with characteristic measure

1 Y
—_epl-Zly .
t\/2my? exp{ 2t2} Y (y>0)

Next, we turn our attention to the fractal properties of the so-called Lagrangian
reqular points, that are the points y > 0 for which there exists some x > 0 such
that the function (6.3) reaches its overall minimum at y = a(x,t) and nowhere else.
A moment of reflection shows that the set R, of Lagrangian regular points can be
viewed as the range of the inverse Lagrangian function on its continuity set, i.e.

R. = {a(z,t) : x > 0 regular Eulerian point } .

As R, only differs from the range of a(-,t) by at most countably many points, we thus
obtain as an immediate application of section 5.1 the following.

Corollary 6.3 The Hausdorff dimension and the packing dimension of R. both equal
1/2 a.s.

That the Hausdorff dimension of R, is 1/2 was the main result of Sinai [140]; see also
Aspandiiarov and Le Gall [1].

Finally, we mention that Theorems 4.1 and 4.5 respectively yield the law of the
iterated logarithm and the modulus of continuity of the Lagrangian function a —
z(a,t), that is the inverse of the function x — a(z,t); the precise statements are left
to the reader. The relevance of the Lagrangian function in hydrodynamic turbulence
stems from the fact that it can be viewed as the position at time ¢ of the fluid particle
started from the location a. This can be seen from the identity 0z (a,t) = u(z(a,t),t)
that follows easily from (6.4) and (6.2).

6.3 Proof of the theorem

Let € denote the set of cadlag paths w : [0,00) — RU{oo} such that lim,_, . w(s) = oo;
we write X : w — w(s) for the canonical projections. Consider also the shift operators
(05 : s > 0) and the killing operators (ks : s > 0)

X, ifr<s
00 otherwise

Xroes: r+s Xroks:{

For every x € R, let P* stand for the law of the Brownian motion with variance t2
and unit drift started at z, which is viewed as a probability measure on 2. We next
introduce the indefinite integral of X

I = /SX,,dr, s>0,
0

its past-minimum function

ms = min I, 5>0,
0<r<s



and the largest location of the overall minimum of

a =max{s >0: 1, =my}.

Plainly, a is not a stopping time. Nonetheless, there is a Markov type property at
a which is a special case of the so-called the Markov property at last passage times,
and this provides the key to the proof of Theorem 6.1.

Lemma 6.4 For every x > 0, the processes X ok, and X o8, are independent under
P~* and the law of X o0, does not depend on x.

Proof: The proof is based on the fact that, loosely speaking, splitting the path of
a Markov process at its last passage time at a given point produces two independent
processes; and more precisely, the law of the part after the last passage time does not
depend of the initial distribution of the Markov process. We refer to [44] on pages
299-300 and the related references quoted therein for a precise and much more general
statement.

Consider the integral process reflected at its past minimum, I — m. The additive
property of the integral I, = I,+ 1,00, and the strong Markov property of Brownian
motion readily entail that the pair (X, I — m) is a strong Markov process; see the proof
of Proposition VI.1 in [11] for a closely related argument. On the other hand, it should
be clear that for every x > 0, we have a < oo and X, = 0, P~*-a.s. In particular
a can be viewed as the last passage time of (X, —m) at (0,0), and it now follows
from the aforementioned Markov property at last-passage times that the processes
(X,I —m) ok, and (X,I —m) o0, are independent and that the law of the latter
does not depend on x. This establishes our claim. [ |

We are now able to prove Theorem 6.1.

Proof: Fix z > 0 and t > 0. We know from (6.5) that (tu(s,0) +s—x:s>0)is a
Brownian motion with variance t? and unit drift started at —x; it has the law of X =
(X5 :s>0) under P=*. In this framework, we can make the following identifications:
The function (6.3) coincides with the integral s — I, and the inverse Lagrangian
function evaluated at z is simply a(z,t) = a. Moreover, it is readily seen that for
every 0 < z < x, a(z,t) only depends on the killed path X ok,.

Write X' = X 00, I = [§ X/dr, and for y > 0, a/(y, t) for the largest location of
the overall minimum of s — I — ys. We then observe the identity

a(z+y,t) —a = d(y,t). (6.6)

More precisely, a(x+y,t) is the largest location of the overall minimum of s — I, — sy.
This location is bounded from below by a(z,t) = a, so that a(z+y,t) —a is the largest
location of the overall minimum of s — 1,5 — (a + s)y. Because I, = I, + I, (6.6)
follows.

According to Lemma 6.4, X’ and X ok, are independent. We deduce from (6.6)
that the increment a(xz+y,t) —a(x,t) is independent of (a(z,t) : 0 < z < x). Because
the law of X’ does not depend on z, the same holds for a'(y,t) = a(x +y,t) — a(x,t).



We have thus proven the independence and homogeneity of the increments of the
inverse Lagrangian function.

Next, introduce 7" = min{s > 0 : X, = 0}, the first hitting time of 0 by X. By
the strong Markov property, X = X o 0 is independent of X o ky and has the law
P°. The very same argument as above shows that

a(z,t) = T+ a(0,t) (6.7)

where a(0,t) stands for the largest location of the minimum of s — I, = IS X, dr.
Because a(0, t) is independent of 7" and has the same law as a(0, t), the decompositions
a(xz,t) = (a(z,t) —a(0,t)) +a(0,t) and (6.7), and the independence of the increments
property show that 7" and a(z,t) — a(0,t) have the same law. In other words, the
process (a(x,t) —a(0,t) : > 0) has the same one-dimensional distributions as the
first passage process (T, : x > 0) of a Brownian motion with variance ¢* and unit drift
started at zero. Because both have independent and homogeneous increments, we
conclude that these two processes have the same law.

Finally, the assertion that the Laplace exponent of the first passage process of a
Brownian motion with variance ¢* and unit drift is given by ®(q) = ¢ =2 (\/2t2q +1-— 1)
is well-known; see e.g. Formula 2.0.1 on page 223 in Borodin and Salmimen [26].



Chapter 7

Random covering

We consider the closed subset R of the nonnegative half-line left uncovered by a family
of random open intervals formed from a Poisson point process. This set is regenerative;
one can express its Laplace exponent in terms of the characteristic measure of the
Poisson point process. This enables us to determine the cases when R is degenerate,
or bounded, or light, and also to specify its fractal dimensions. The approach relies
on the correspondence between regenerative sets and subordinators.

7.1 Setting

Consider a Poisson point process ¢ = (¢;,t > 0) taking values in the positive half-line
(0,00); let 1 denote its characteristic measure. This means that if (M,),, stands for
the completed natural filtration generated by ¢, then for every Borel set B C [0, c0),
the counting process Card{0 < s <t : /¢, € B}, t > 0, is an (M;)-Poisson process
with intensity p(B). Recall that this implies that to disjoint Borel sets correspond
independent Poisson processes.

We associate to each ¢ > 0 the open interval I; = (t,t + ¢;) (of course, there are
only a countable numbers of times when ¢, € (0,00), so there are countably many
non-empty intervals). We then consider the closed set of points in [0,00) which are
left uncovered by these random intervals:

R = [0,00) = J L.

>0

For short, we will refer to R as the uncovered set in the sequel. If u((e, 00)) = oo for
some € > 0, then the set {t : ¢; > €} is everywhere dense a.s., and it follows that R =
{0} a.s. This trivial case is henceforth excluded, and we denote by (x) = pu((x,o0)),
x > 0, the tail of p.

The problem of finding a necessary and sufficient condition for R to reduce to {0},
was raised by Mandelbrot [113] and solved by Shepp [143]. Previously, Dvoretzky
asked a closely related question on covering the circle with random arcs; see chapter
11 in Kahane [91] for further references on this topic. To tackle this question, we will
follow a method due to Fitzsimmons, Fristedt and Shepp [55], which also enables us
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to settle many other natural questions about R. The approach relies on the following
intuitively obvious observation:

Lemma 7.1 If 0 is not isolated in R a.s., then R s a perfect regenerative set.

Proof: We first verify that the uncovered set is progressively measurable. Take any
0 < s <t and note that

s,t] C UL, < [s,1] C U I,  for some large enough n .
v>0 0<v<t,ly>1/n

Indeed, the interval I, does not intersect [s,t] for v > ¢; and from any cover of [s, ]
by a family of open intervals, we can extract a cover by a finite sub-family. Next,
fix an integer n. The Poisson point process ¢ restricted to (1/n,00) is discrete (since
7i(1/n) < 00); and it can be easily deduced that the event

{[s, t] is covered by (I, : ¢, >1/nand 0 < v <t)}

is M;-measurable. Hence, the event {[s,t] is covered by ([,,v > 0)} is also M-
measurable. Writing Gy = ¢, = sup{u <t :u € R}, the equivalence

Gt<8 < [S,t]g U]v
v>0

shows that the right-continuous process (G; : t > 0) is adapted, and thus optional. It
follows that R = {t : t — Gy = 0} is progressively measurable.

We next check that R has no isolated points a.s. For any fixed ¢t > 0, it is easily
seen that D;_ = inf{s >t : s € R} is an announceable stopping time . Tt is well
known that a Poisson point process does not jump at an announceable stopping time,
so the shifted point process ¢/ = (€ Dy tsyS > O) is again a Poisson point process with
intensity . Since the collection of intervals (I, : 0 < v < D;_) do not cover D,_,
they do not cover any s > D;_ either. In other words, s > D;_ is covered by the
intervals (I, : v > 0) if and only s — D,_ is covered by ((v,v+ £) : v > 0). We know
by assumption that 0 is not isolated in R a.s., and this implies that D,_ is not isolated
in R either. Any positive instant in R which is isolated on its left can be expressed
in the form D,_ for some rational number ¢ > 0. We conclude that R has no isolated
points a.s.

Finally, we establish the regenerative property. Let T be an arbitrary (M,)-
stopping time, which is a right-accumulation point of R a.s. on {T" < co}. Then T is
not a jump time of ¢, for if it were, then I would be a right-neighbourhood of T'. As
a consequence, conditionally on {7 < oo}, the shifted point process ¢/ = ({71, t > 0)
is independent of My and is again a Poisson point process with intensity u. By the
same argument as in the preceding paragraph, an instant s > T is covered by the
intervals (I; : ¢ > 0), if and only s — T is covered by ((¢t,t+ ¢}) : t > 0). This shows
that R is regenerative. [ |

!Specifically, consider the process X, = sup{s + ¢; — u,0 < s < u}, u > 0; note that X is
adapted with cadlag paths and no negative jumps. In this setting D;_ coincides with the limit of
the increasing sequence of stopping times inf{s > ¢: X, < 1/n}, n=1,2,---.



7.2 The Laplace exponent of the uncovered set

Lemma 7.1 enables us to identify the uncovered set as the range of some subordinator
o, whenever 0 is not isolated in R. This will allow us to derive information on R
from known results of subordinators, if we are able to characterize ¢ in terms of the
characteristic measure p of the Poisson point process. This motivates the main result
of this section, which provides an explicit formula for the Laplace exponent ® of o.
Recall that 7z denotes the tail of p.

Theorem 7.2 (Fitzsimmons, Fristedt and Shepp [55]) If

/Olexp {/tlu(s)ds} dt = oo,

then R = {0} a.s. Otherwise, R is a perfect regenerative set, and the Laplace exponent
of the corresponding subordinator is given by

1 o 1
50 = g e_)‘texp{/t u(s)ds}dt, A0,

where ¢ > 0 is the constant of normalization (recall that (1) =1).

Using the fact that the Laplace transform of the renewal measure is 1/®, one can
rephrase the statement as follows: When the uncovered set is not trivial, the renewal
measure is absolutely continuous with density

u(t) = cexp {/tl ,u(s)ds} : t>0. (7.1)

For instance, when the tail of the characteristic measure is ji(x) = Sz~! for some
£ > 0, then exp {ftl ﬁ(s)ds} = t%. We get from Theorem 7.2 that R reduces to

{0} a.s. if 3 > 1, and otherwise ®(\) = A7) that is R is the range of a stable
subordinator of index 1 — (.

Proof: We will prove the theorem first in the simple case when the Poisson point
process is discrete, and then deduce the general case by approximation. So we first
suppose that fi(0+) < oo; in particular the integral in Theorem 7.2 converges. Then ¢
is a discrete Poisson point process and R plainly contains some right-neighbourhood
of the origin. A fortiori 0 is not isolated in R a.s., and by Lemma 7.1, R is a heavy
regenerative set.

A fixed time t > 0 is uncovered if and only if /;, < t — s for every s < t; which
entails that

P(teR) = exp{—/ot,u(t—s)ds} >0.

It then follows from Proposition 1.9(ii) that the renewal density of R at t is propor-
tional to exp{— Ji 7i(t — s)ds}, which is the same as (7.1), and this proves the theorem
in the discrete case.

We then deduce the general case when i(0+) = oo by approximation. For every
integer n > 0, let /™ = (¢, :t>0and ¢, > 1/n) denote the discrete Poisson point



process restricted to (1/n,00), and R™ the corresponding uncovered set. We know
that the Laplace exponent associated with R is given by

1 _ I T -1
CP(”)()\)_Cn/o e exp{/t a(svn )ds}dt.

For every s > 0, fi(s Vn™') increases to Ji(s) as n — oo. It follows that the probability
measure on [0, 00),

1
cpe fexp {/ (s V n_l)ds} dt
t

converges in the weak sense towards
1
Cool " exp {/ ,u(s)ds} dt
t

(where ¢4 is the normalizing constant) if [ exp { I ﬁ(s)ds} dt < oo, and towards the
Dirac point mass at 0 otherwise. Considering Laplace transforms, we deduce that for
every A > 0, lim,_o ®™(\) = ®()(\), where

1 B { 1 if [ exp {ftl ﬁ(s)ds} dt = oo

—— 7.2
Coo JoT €M exp {ftl ﬁ(s)ds} dt otherwise. (7-2)

PEI(N)

On the other hand, (R(”) 'n e N) is a decreasing sequence of random closed sets

and R = NR™. As a consequence, we have
G = sup{s<t:seR™} — sup{s<t:seR} =G, (as n — o00).

We deduce from Lemma 1.11 that for every A > 0

1

- FEOTT (7.3)

/ ¢~ (exp{—AG,}) dt
0

Suppose first that [ exp {ftl ﬁ(s)ds} dt < 0o. We see from (7.2) that &) ()\) goes
to oo as A — oo. Together with (7.3), this forces P(G; = 0) = 0 for almost every
t > 0; which means that 0 is not isolated in R. We then know from Lemma 7.1 that
R is regenerative; comparing (7.3) and Lemma 1.11 shows that its Laplace exponent
must be & = $(>),

Finally, suppose that [; exp {ftl ﬁ(s)ds} dt = 00, 50 lim,_., ®™ () = 1 for every
A > 0. We deduce from (7.3) that P(G; = 0) = 1 for almost every ¢ > 0, that is
R = {0} a.s. u

7.3 Some properties of the uncovered set

We suppose throughout this subsection that

/Olexp {/tlu(s)ds} dt < oo,

that is that R is not degenerate to the single point {0}, a.s. We immediately get the
following features.



Corollary 7.3 R is heavy or light according as the integral fol m(t)dt converges or
diverges.

Proof: We know from Proposition 1.8 that a regenerative set is heavy or light ac-
cording as the drift coefficient d is zero or positive. On the other hand, recall that

d = lim A'®()).

A—00

According to Theorem 7.2, we have by an integration by parts

(D?)\):C/OOO(1_e—/\t)M(t)exp{/tlu(s)ds}dt, A>0;

and we deduce by monotone convergence that

cli = c/ooou(t) exp{/t1 ,u(s)ds} dt = cexp{/o1 ,u(s)ds} — cexp{—/loou(s)ds} )

We conclude that d = 0 iff [ 7i(s)ds = oo.

Alternatively, one may also deduce the result from Proposition 1.9 and the easy
fact that the probability that the point 1 is left uncovered equals exp {— Iy ﬁ(s)ds}.
|

Corollary 7.4 If [ exp {— N ﬁ(s)ds} dt = 00, then R is unbounded a.s. Otherwise,
R is bounded a.s. and the distribution of the largest uncovered point

o = sup{s >0:s€R}

18 given by
1 o] 1
P (g € dt) = k™' exp {/ u(s)ds} dt, with k= / exp {/ u(s)ds} dt .
t 0 t

Proof: According to (2.2), the probability that R is bounded equals 0 or 1 according
as the killing rate k = ®(0) is zero or positive. It follows immediately from Theorem

7.2 that . .
k=0 < / exp{—/ ,u(s)ds} = 00.
1 1

When R # {0} is bounded a.s., the formula for the distribution of ¢., follows from
Lemma 1.11 and the expression (7.1) for the density of the renewal measure. u

Motivated by the limit theorem 3.2 for the process of the last passage times in R,
we next investigate the asymptotic behaviour of the Laplace exponent ®.

Corollary 7.5 For every a € (0,1], the following assertions are equivalent:
(i) f(s) ~ (1 —a)s™ as s — oo (for a = 1, this means that fi(s) = o(s™1)).
(i) ® is regularly varying at 0+ with index c.



Proof: Recall from Proposition 1.5 that ® is regularly varying at 0+ with index « if
and only if the renewal function U is regularly varying at oo with index . We know
from (7.1) that U has a decreasing derivative u, so the monotone density theorem
applies and (ii) holds if and only if u is regularly varying at oo with index o — 1 (cf.
[20] on page 39).

Using again (7.1), we have
t
tu(t) = cexp {/ ((1 —a)s !t — ﬁ(s)) ds} :
1
and it is then plain from the theorem of representation of slowly varying functions (cf.
[20] on page 12) that (i) implies that u is regularly varying at oo with index o — 1.

Conversely, suppose that u is regularly varying at oo with index o — 1, so that by the
theorem of representation of slowly varying functions

t t
/ ((1 —a)s! - ﬁ(s)) ds = c(t) +/ e(s)s ds,
1 1
where lim; o, ¢(t) € R and lim;_, £(t) = 0. It then follows readily from the mono-
tonicity of 7z that this representation is possible only if (i) holds. [ |
We next turn our attention to the fractal dimensions of the uncovered set, which

are given by the lower and upper indices of the Laplace exponent, see Theorem 5.1.

Corollary 7.6 The lower and upper indices are given by

1 1
ind (®) = sup {p:tl_i)r&tl_”exp {/t ,u(s)ds} = 0} = 1 —limsup <ftu(s)ds> :

t—0+ log ]‘/t
. . . B 1 o ' 7i(s)ds

Proof: For the sake of conciseness, we focus on the lower index. We get from the
formula for ® in Theorem 7.2

00 1
ind () = sup {p : /\lim )\p/o e Mexp {/t ,u(s)ds} dt = 0}

—00

0o 1
= supqp: lim )\"_1/ e texp / fi(s)dspdt = 07y .
A—00 0 t/X

Using the immediate inequality

/000 e texp {/t/lx “(S)ds} dt z e exp {/;A M(S)dS} |

1
ind (®) < sup {p ; tlil&tl’p exp{/t M(s)ds} = 0} .

To prove the converse inequality, we may suppose that there is p > 0 such that

1
. 1-p _ _
ligit exp {/t u(s)ds} 0

we deduce

t



(otherwise there is nothing to prove). Recall that the renewal measure has density u
given by (7.1), so that u(t) = o(t*~!) and then U(t) = o(t”) as t — 0+, for every & > 0.
Applying Proposition 1.4, this entails limy_,., A™?®(\) = oo, and thus ind (®) > p. B

The identification of the uncovered set in terms of a subordinator o enables us
to invoke results of section 3.2 to decide whether a given Borel set B C (0,00) is
completely covered by the random intervals. Typically, recall Propositions 5.6 and
5.7 which are relevant as the renewal density u is a decreasing function (by (7.1)). If
the Hausdorff dimension of B is greater that 1 — ind (®), then the probability that B
is not completely covered is positive. On the other hand, if the Hausdorff dimension of
B is less that 1 —ind (®), then B is completely covered a.s. Of course, (5.6) provides a
complete (but not quite explicit) characterization of sets which are completely covered
by the random intervals.

Finally, let us mention an interesting problem raised by Pat Fitzsimmons (private
communication). It is easily seen that the uncovered set R is an infinitely divisible
regenerative set, in the sense that for every integer n, R can be expressed as the in-
tersection of n-independent regenerative sets with the same distribution. Conversely,
can any (perfect) infinitely divisible regenerative set be viewed of as a set left uncov-
ered by random intervals sampled from a Poisson point process? Kendall [93] gave a
positive answer in the heavy case. The light case seems to be still open.



Chapter 8

Lévy processes

Real-valued Lévy processes give rise to two interesting families of regenerative sets: the
set of times when a fixed point is visited, and the set of times when a new supremum
is reached. Some applications are given in the special case when the Lévy process has
no positive jumps. Some applications of Bochner’s subordination to Lévy processes
are also discussed.

8.1 Local time at a fixed point

Throughout this chapter, (X; : ¢t > 0) will denote a real-valued Lévy process, i.e. X
has independent and homogeneous increments and cadlag paths. For instance the
difference of two independent strict subordinators is a Lévy process. For every z €
R, write P® for the distribution of the process X + x; it is well-known that X =
(Q, M, My, Xy, 0, P7) is a Feller process (see e.g. [11], Chapter I). The purpose of
this section is to study the regularity of a fixed point r, and then to determine the
distribution of its local time. To this end, we need information on the resolvent
operator V4.

To start with, recall that the characteristic function of X; can be expressed in the

form .
E’ (e‘)‘X’f) = o 1Y AeER,t>0,

where ¥ : R — C. One calls ¥ the characteristic exponent of X; it can be expressed
via the Lévy-Khintchine’s formula (which is more general than that which we discussed
in Section 1.2 in the special case of subordinator):

1 )
() = iad + 30N + / (1= ™ 4 iMal 1)) A(de) (8.1)
R

where a € R, b > 0 is called the Gaussian coefficient, and A a measure on R—{0} with
J(1 A |z|*)A(dx) < oo called the Lévy measure. It follows that for every Lebesgue-
integrable function f and ¢ > 0, we have
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—00 —

( /0 TE(F(X)) eqtdt> dz
ot ( / O:o ED (F(X, + ) dx) dt
et ( /_ O; e f(y)EP () dy> dt
= ([T etexpl-rw-nat) ([ Psidy)

- q+£(—A> (/_O:oeuyf <y)dy) '

In other words, if F(g) stands for the Fourier transform of an integrable function g,
then

3

o0

|
0\0\8\

Foipw = 2B (82)

We are now able to prove the following basic result which goes back to Orey [123].

Proposition 8.1 ' Suppose that the characteristic exponent ¥ satisfies
[ la+ v < o

for some (and then all) ¢ > 0. Then every point r € R is reqular for itself and the
Laplace exponent ® of the inverse local time is given by

®(q) —o0 g+ T(N)’ ’

where ¢ > 0 is the constant of normalization.

Proof: The function

vq(:c)—l/ooe_ix/\d)\ reR
—27T —ooq+\lj()\) ’ ’

is continuous and its Fourier transform is A — 1/ (¢ + ¥()\)). By Fourier inversion,
we deduce from (8.2) that

Vi) = [ iy - o)dy.

"'We mention for completeness that Bretagnolle [30] has established a sharper and much more
difficult result: a necessary and sufficient condition for 0 to be regular for itself is

/_OO e (1_'_1\110\)) d\ < oo and X has unbounded variation.



In other words, the g-resolvent operator of X has a continuous density kernel v (xz,y) =
v?(y—x) with respect to the Lebesgue measure. Plainly X = —X is also a Lévy process
and the very same calculations show that its g-resolvent operator is given by

Vif@) = [ flyeta—ydy.

—00

Hence, X and X are in duality with respect to the Lebesgue measure, and the condi-
tion (iii) of Proposition 2.2 is fulfilled. This yields our statement. |

It is easily seen that when local times exist, they can be expressed as occupa-
tion densities, in the sense that the local time at level r € R is given by L(r,:) =
lim, o4 (2¢) 7" Jg 1x,—rj<=}dt. See section V.1 in [11] for details. A major problem in
this field is to decide whether the mapping (r,t) — L(r,t) has a continuous version.
This has been solved in a remarkable paper by Barlow [4], see also [3] and Marcus
and Rosen [114] in the symmetric case.

Proposition 8.1 provides a simple expression for the Laplace exponent ® of the
inverse local time, which is explicit in terms of the characteristic exponent W. This
enables one to directly apply the general results proven in the preceding chapters; here
is an example. Suppose for simplicity that X is symmetric and that the condition of
Proposition 8.1 is fulfilled. We should like to express the condition

® is regularly varying with index p € (0, 1) (at O+, resp. at 0o) (8.3)

in terms of W. This question is motivated for instance by the Dynkin-Lamperti the-
orem 3.2. Alternatively, (8.3) has an important role in the law of the iterated loga-
rithm for local times (which has been considered in particular by Marcus and Rosen
[115, 116]). The assumption of symmetry ensures that the characteristic exponent ¥ is
an even real-valued function. We write W' for the so-called increasing rearrangement
of U, viz.

Ul(z) = m(AeR:¥(\) < x) (x >0)

where m refers to the Lebesgue measure. By Proposition 8.1, we have

1 / 1 o
= dvl(z) = / (/ e (q”)tdt) Al (z
c®(q) [0,00) ¢ + T (z) [0,00) \Jo (z)

= / h e LU (t)dt
0

where LU1(t) = Jio,00) e dWT(z) is the Laplace transform of the measure with dis-
tribution function U'. Because ® is regularly varying with index p if and only if 1/®
is regularly varying with index —p, we deduce from a tauberian theorem that (8.3)
holds if and only if the indefinite integral of LUT [, LUT(¢)dt, is regularly varying
with index p (at oo, resp. at 0+). Plainly, the indefinite integral of LU has a de-
creasing derivative, so by the monotone density theorem, the latter is equivalent to
LU varying regularly with index p — 1 (at oo, resp. at 0+). We then again invoke a
tauberian theorem to conclude that

(8.3) <= W' varies regularly with index 1 — p. (at 0+, resp. at 00).



More precisely, the preceding argument shows that when (8.3) holds, then
d(q) ~ dq/V'(q) (at 0+, resp. at oo)

for some positive finite constant number ¢’ which can be expressed explicitly in terms
of our data.

8.2 Local time at the supremum

We next turn our attention the supremum process S. = sup{X, : 0 < s < -}. It is easy
to check that the so-called reflected process S — X is a Feller process; see Proposition
VI.1 in [11]. The closed zero set of the reflected process

R=1{t>0:X, =25}

coincides with the set of times when the Lévy process reaches a new supremum. It
is known as the ladder time set. There is a simple criterion due to Rogozin [133] to
decide whether 0 is regular for itself with respect to the reflected process:

R is perfect <= t'PY(X; > 0)dt = co.
0+

See also [13] for an equivalent condition in terms of the Lévy measure of X.

We henceforth suppose that R is perfect; the Laplace exponent of the ladder time
set can be expressed as follows:

®(q) = exp {/Ooo (e’t - e’qt) t1PY(X, > O)dt} , q¢>0. (8.4)

Formula (8.4) is a special case of a result of Fristedt (see e.g. Corollary VI.10 in [11]
and the comments thereafter), and goes back to Spitzer in discrete time. The main
drawback of (8.4) is that it involves the probabilities P?(X; > 0) which are usually not
known explicitly. For instance, Bingham [19] has raised the question of determining
the class of Laplace exponents which can arise in connection with ladder time sets.
This interesting problem seems to be still open. 2

As an example of an application of (8.4) motivated by Chapter 4, we consider the
question of whether the Laplace exponent of a ladder time set has the asymptotic
behaviour that is required in the Dynkin-Lamperti Theorem 3.2.

Proposition 8.2 For each fized a € [0,1], @ is reqularly varying with index o at 0+
(respectively, at 0o) if and only if

1 t
lim ;/ PY(X, > 0)ds = « as t — oo (respectively, ast — 0+). (8.5)
0

2By an application of the Frullani integral to (8.4), one sees that the function ¢ — ¢/®(q) must
be the Laplace exponent of a subordinator; cf. the proof of Theorem 8.3 below. In particular ladder
time processes form a strict sub-class of subordinators.



Proof: We know from Theorem 3.2 that ® is regularly varying with index a at 0+
(respectively, at oo) if and only if lim ¢®'(q)/®(q) = a as ¢ — 0+ (respectively, as
q — o0). According to (8.4), the logarithmic derivative of ® is given by

(I)/(q) /OO —qtp0
= PY(X, > 0)dt.
alg) o O T
By a Tauberian theorem, the right-hand side is equivalent to «/q if and only if (8.5)
holds. [ |

One refers to (8.5) as Spitzer’s condition; it has a crucial réle in developing fluc-
tuation theory for Lévy processes, in particular in connection with estimates for the
distribution of first passage times and for the asymptotic behaviour of the time spent
by the Lévy process in the positive semi-axis. See Chapter VI in [11]. It is natural to
compare (8.5) with the apparently stronger condition

IimPY(X; > 0) = « as t — oo (respectively, as t — 0+). (8.6)

We will refer to (8.6) as Doney’s condition, for Doney [47] has recently proven that
the discrete time versions of (8.5) and (8.6) are equivalent, settling a question that
has puzzled probabilists for a long time. We present here the analogous result in
continuous time.

Theorem 8.3 The conditions of Spitzer and Doney are equivalent.

Proof: We shall only prove the theorem for 0 < < 1 and ¢ — 0+, and we refer
to [17] for the complete argument. The implication (8.6) = (8.5) is obvious, so we
assume that (8.5) holds. Notice that the case when X is a compound Poisson process
with a possible drift is then ruled out; this ensures that P°(X; = 0) = 0 for all ¢ > 0,
and as a consequence, the mapping ¢ — P°(X; > 0) is continuous on (0, c0).

Introduce the Laplace exponent ® of the dual ladder time set which corresponds
to the Lévy process X = —X. This means

d(g) = exp {/OOO (e_t — e_qt) tPY(X, < O)dt}

= exp {/OOO (e_t - e_qt) t (1 - PYX, > 0)) dt}
= q/%(q),

where the last equality follows from the Frullani integral. As a consequence, (8.4)
yields

| P = 0)dt = $(0)/0le) = P (@)B()/a. (87)

We know from Proposition 8.2 that & is regularly varying at oo with index «a,
and also that @ is regularly varying at co with index 1 — . Because ® and ®
are Laplace exponents of subordinators with zero drift, we obtain from the Lévy-
Khintchine formula that

d'(q) = /(O,oo) e Pxd (—ﬁ(l‘)) , &)(Q)/q = /Oooeqxﬁ(x)dx,



=

where II (respectively,AH) is the tail of the Lévy measure of the ladder time process
of X (respectively, of X). We now get from (8.7)

=

PY(X;>0) = / I(t — s)sd (—ﬁ(s)) for a.e. t > 0. (8.8)

(0.,t)

By a change of variables, the right-hand side can be re-written as

(1 — ) ; ( TI(tu) )
— ud | — .
o(1/t) ®(1/t)

Now, apply the second part of Proposition 1.5. For every fixed ¢ € (0,1), we have
uniformly on u € [g,1 —¢] as t — 0+

t[ Tt - w)ud (~T(t)) = /(071)

(0,1)

Mtw) ﬁ(tA(l —w)  (1—w)e
d(1/t) rl—a) ’ d(1/1) I'(a)

Recall P°(X; > 0) depends continuously on ¢ > 0. We deduce from (8.8) that

CIN] 0 - 1-e _ a—1, —«
htrgolJrrlfP (X;>0) > F(a)l“(l—a)/g (1—w)* "udu,

and as € can be picked arbitrarily small, liminf; .oy P°(X; > 0) > a. The same

argument for the dual process gives liminf; o, P°(X; < 0) > 1 — a, which establishes
(8.5). u

If, as usual, we denote by o the inverse local time at 0 of the reflected process S— X,
then it is easy to check from the stationarity and independence of the increments of
X that the time-changed process H = X oo = S o ¢ is again a subordinator. One
calls H the ladder height process; it has several interesting applications in fluctuation
theory for Lévy processes. We refer to sections 4 and 5 of chapter VI in [11] for more
on this topic.

8.3 The spectrally negative case

Throughout this section, we suppose that the real-valued Lévy process X has no
positive jumps, one sometimes says that X is spectrally negative. The degenerate
case when either X is the negative of a subordinator or a deterministic drift has no
interest and will be implicitly excluded in the sequel. We refer to Chapter VII in [11]
for a detailed account of the theory of such processes.

The absence of positive jumps enables to use the same argument as that in section
1.1 to show that the first passage process of X

o = inf{s >0: X, >t} (t>0)

is a subordinator. The inverse of ¢ coincides with the (continuous) supremum process
S of X, s0 .S serves as a local time on the set of times when X reaches a new supremum,



that when S = X. In other words, S is proportional to the local time at 0 of the
reflected process S — X.

As usual, we denote the Laplace exponent of o by ®. Note that if T stands for an
independent exponential time, say with parameter ¢ > 0, then

PO (ST > $) = PO (o‘x < T) — RO (eXp{—qax}) — o2

for every x > 0, so that S has an exponential distribution with parameter ®(q).
By taking ¢ sufficiently large, we see that for every fixed ¢ > 0, S; has a finite
exponential moment of any order. As a consequence, though X may take values of
both signs, its exponential moments are finite. This enables us to study X using the
Laplace transform instead of the Fourier transform. More precisely, the characteristic
exponent can be continued analytically on the lower half-plane {z € C : ¥(z) < 0}.
We then put ¢(\) = U(—i)) for A > 0, so that

E%(exp{AX,}) = exp{typ(\)}, A>0.

Invoking Hoélder’s inequality, we see that the mapping ¢ : [0,00) — (—00,00) is
strictly convex. On the other hand, we also deduce from the monotone convergence
theorem that limy_.., ¥(\) = 0.

We are now able to specify the Laplace exponent ®.
Proposition 8.4 We have ® o y)(\) = A for every X > 0 such that ¥(\) > 0.

Proof: It follows from the independence and stationarity of the increments that the
process
exp{AXs — ¥(\)s}, s>0

is a nonnegative martingale. As X cannot jump above the level ¢, we must have
X,, =ton {0, < co}. On the other hand, the assumption that ¢)(A) > 0 ensures that
the martingale converges a.s. to 0 as s — oo on the event {o; = co}. An application
of the optional sampling theorem at the stopping time o; yields

E° (exp {M — (N}, 00 < 00) = 1.

Recall the convention e~

exp{—Xt} = E%(exp {—v(N)o}) = exp {—t®((\))},

which establishes our claim. [ ]

= (; the preceding identity can be re-written as

In comparison with (8.4), Proposition 8.4 provides an explicit expression for the
Laplace exponent ® directly in terms of our data (namely, 1) which is much easier to
deal with. For instance, it is immediately seen that ® is regularly varying with index
p € [0,1] if and only if ¢ is regularly varying with index 1/p (which forces in fact p
to be greater than or equal to 1/2). In the same vein, the lower and upper indices of
® are given by

ind(®) = sup {p >0: )\lim PNV = O}

nd (¢) — inf{p >0 Jim pAAP = oo} .



As another example of application, we derive the following extension of Khint-
chine’s law of the iterated logarithm (see also [10] for further results in the same
vein).

Corollary 8.5 There is a positive constant ¢ such that
X;®(t 1 log | logt])

lim su =c a.s.
t—>0+p log | log |

Proof: Consider the functions

D (t'loglog ®(t7))
) = loglog ®(t~1)

o @(t ' loglog®(t7))
and - f(t) = loglog ®(t~1loglog ®(t~1))

The function s — s/loglog s is monotone increasing on some neighbourhood of co
and the function ¢t — ®(t~"loglog ®(t")) decreases. We deduce that the compound
function f decreases on some neighbourhood of 0. Moreover, it is easily seen that

loglog ®(t ' loglog ®(t 1)) ~ loglog ®(t ')

(cf. the proof of Lemma 4.2), so that f(t) ~ f(t) as t — 0+.

Because the supremum process S is proportional to the local time at 0 of S — X, we
deduce from Theorem 4.1 that limsup,_q, Sif(t) = c a.s. for some positive constant
c. By an obvious argument of monotonicity, we may replace S by X in the preceding

identity. So all that we need now is to check that

F(t) ~ ®(t~1log|logt|)

og [log { (t — 0+4).
On the one hand, it is easily seen from the Lévy-Khintchine formula for ¢ that
lim sup, ., A~2%(A\) < oo, which in turn implies that liminfy .., A=/2®(\) > 0. On
the other hand, recall that ® is concave, so that limsup,_, ., A™'®(\) < co. We deduce
that
loglog ®(t™') ~ log|logt| as t — 04,

and then, since ® is concave and increasing, that
o (t_l log log @(t‘l)) ~ ®(t log|logt|) ast— 0+ .

Our claim follows. [ ]

We refer to Jaffard [86] and the references therein for further results on the regu-
larity of the paths of Levy processes, in particular precise information on their mul-
tifractal structure.

8.4 Bochner’s subordination for Lévy processes

Bochner [25] introduced the concept of subordination (after which subordinators were
named) of Markov processes as follows. Let M = (Q, M, My, My, 6, P*) be some time-
homogeneous Markov process and ¢ = (o : t > 0) a subordinator that is independent



of M. The process M = (Mt =M, :t> 0) obtained from M by time-substitution
based on o (with the convention that M, = T where T is a cemetery point for M)
is referred to as the subordinate process of M with directing process o. It is easily
seen that the homogeneous Markov property is preserved by this time-substitution,
in the sense that the process M = (Q, M, My, M,, 6, Pw) is again Markovian, where
M, = M, and 6, = 0,,. More precisely, the semigroup (Qt > 0) of M is given in
terms of the semigroup (Q; : t > 0) of M and the distribution of o by

Qlady) = [ Qula.dy)Plo, € ). (89)

)

We refer to Feller [53], Bouleau [27] and Hirsch [72] for more on this topic. See also
Bakry [2], Jacob and Schilling [84, 85|, Meyer [119] and the references therein for
applications in analysis (in particular to the Riesz transform and the Paley-Wiener
theory); and Bouleau and Lépingle [28] for applications to simulation methods.

We now consider the special case when the Markov process is a Lévy process, i.e.
M = X. In order to avoid problems related to killing, we will also suppose that o
is a strict subordinator. From an analytic viewpoint, this means that the semigroup
(Qq : t > 0) is a Markovian convolution semigroup, namely

Quf(@) = [ Fla+y)P'(X; € dy)

for every Borel bounded function f. It follows from (8.9) that (Qt > 0) is also

a Markovian convolution semigroup, i.e. the subordinate process X is again a Lévy
process.

Because the law of a Lévy process is specified by the characteristic exponent W, it is
natural to search for an expression of the characteristic exponent ¥ of the subordinate
Lévy process X. To this end, observe first that ¥ maps R into C;. = {z € C : Rz > 0},
and second (from the Lévy-Khintchine formula) that the Laplace exponent ® of a
subordinator can be continued analytically on C,; we will still denote by ® this
extension. It should be clear that

E (e"wt) = ¢ %) for any z € C, .
As X and o are independent, we then get
E° (exp {iAXo, }) = E (exp {~W(N)or}) = exp{—td(F(\)} ,
which proves the following statement:

Proposition 8.6 (Bochner [25]) Let X be a Lévy process with characteristic exponent
U and o an independent subordinator with Laplace exponent ®. Then the subordinate
process X = X oo is a Lévy process with characteristic exponent

U =doVU.

We refer to the second chapter of Chateau [34] for a study of the so-called subordi-
nation process, in which the subordinator ¢ is viewed as a parameter.



We now quote without proof a result of Huff [80], who has been able to make
explicit the Lévy-Khintchine formula (8.1) for the subordinate process X. In the
obvious notation, we have

a = da+ E° (X, | X, < 1)II(dt) , b= db,

(0,00)

A(dx) = dA(dx) + o )PO (X € dx) T1(dt) .

Here is a classical example of Proposition 8.6 due to Spitzer [145]. Suppose that
(X,Y) is a planar Brownian motion and let o be the first-passage process of Y (see
Section 1.1). Thus, the characteristic exponent of X is () = $A? for A € R and the
Laplace exponent of o is ®(q) = /2¢ for ¢ > 0. The characteristic exponent of the
subordinate process X = X o ¢ is thus U(\) = |A|, i.e. X is a standard symmetric
Cauchy process. In the more general case when o is a stable subordinator of index
a € (0,1) independent of X, then X is a symmetric stable process with index 2a. See
Molchanov and Ostrovski [121] and also Le Gall [107, 108] for connections with the

so-called cone points of planar Brownian motion.

We now end this chapter with an application of the subordination technique to the
so-called iterated Brownian motion. Consider BT = (B*(¢),t > 0), B~ = (B~ (t),t >
0) and B = (B, t > 0) three independent linear Brownian motions started from 0.
The process Y = (Y;,t > 0) given by

Y_{ BY(B,) ifB; >0
T AB (-B) ifB <0

is called an iterated Brownian motion. Its study has been motivated by certain limit
theorems and a connection with partial differential equations involving the square of
the Laplacian, and has been undertaken by numerous authors (cf. Khoshnevisan and
Lewis [99] for a list of references). Our purpose here is to investigate the supremum
process of Y,

Yi=sup{V,: 0<s <t} (t>0)

via Bochner’s subordination. To this end, we consider the supremum processes ST,
S~, S and I, of BY, B, B and —B, respectively. Observing that

St(Sy) =sup{Y¥;: 0< s <tand B; >0},

and a similar relation for S™(I;), we see that the study of Y reduces to that of the
compound processes ST oS and S~ o I, via the identity

Y = ($ToS)v (S o). (8.10)

Next, we introduce the right-continuous inverse of S, o. = inf{s : S; > -}, and
recall that o is a stable subordinator with index 1/2, more precisely with Laplace
exponent ®(\) = v/2\. The inverse o* of S* has the same law as o and is independent
of . By an immediate variation of Proposition 8.6 (involving Laplace transform
instead of Fourier transform), & = o o ot is a subordinator with Laplace exponent
®(\) = (8N4 Plainly o o ot is the right-continuous inverse of St o S and we



conclude that the right-continuous inverse of the supremum of an iterated Brownian
motion can be expressed as

inf{t:Y, >} = e Ac®

where o and ¢® are both subordinators with Laplace exponent ®.
An application of the law of the iterated logarithm for the inverse of a stable
subordinator (see Theorem 4.1) now gives
S+ o) St
t1/4(log | log t])3/4

lim sup — 25/43=3/4 a.s. (8.11)

both as t — 0+ and ¢t — oco. Using (8.10), one can replace St o S; by Y, (or even
by Y;) in (8.11), which establishes the law of the iterated logarithm for the iterated
Brownian motion proven previously by Cséki et al. [38] and Deheuvels and Mason
[41] for large times, and by Burdzy [31] for small times. We refer to [12] for further
applications of this technique.



Chapter 9

Occupation times of a linear
Brownian motion

We consider the occupation time process A. = [ f(Bs)ds where B is a linear Brownian
motion and f > 0 a locally integrable function. The time-substitution based on the
inverse of the local time of B at 0 turns A into a subordinator. This enables us to
derive several interesting properties for the occupation time process and for linear
diffusions.

9.1 Occupation times and subordinators

Let B = (By,t > 0) be a one-dimensional Brownian motion started from 0. To agree
with the usual normalization, we call the process

1 t
b= lim o /O LB, <apds, =0

Lévy’s local time! of B at 0. Consider a locally integrable function f : R — [0, 00)
and the corresponding occupation time process of B

t
At:/f(BS)ds, £>0.
0

(More generally, we might have considered the additive functional associated with
some Radon measure p, see e.g. section X.2 in Revuz and Yor [132], but for the sake
of simplicity, we will stick to the case when u(dz) = f(x)dz is absolutely continuous.)

Let 7(t) = inf{s : {s > t} be the right-continuous inverse of ¢. A routine argument
based on the additivity, the fact that ¢ only increases on the zero-set of B and the
strong Markov property, shows that the time-changed process

()
oy = Ar(t) = /0 f(Bs)dS, t>0

is a subordinator.

IThis means that the local time at 0 in the sense of section 2.2 is L, = 271/2¢,, in order to agree
with (2.1).
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Results on subordinators can be very useful in investigating occupation times. To
this end we need information on the Laplace exponent ® and the Lévy measure II of
o; and this motivates the next section.

9.2 Lévy measure and Laplace exponent

9.2.1 Lévy measure via excursion theory

Our first purpose is to express the Lévy measure of ¢ in terms of Itd’s excursion
measure. The obvious hint for this is that, since the occupation time A is a continuous
process, the jumps of the subordinator ¢ = A o 7 correspond to the increments of A
on the intervals of times when B has an excursion away from 0.

Recall the setting of section 3.2 and specialize it to the Brownian case. Let n be
the measure of the excursions of B away from 0, that is the characteristic measure of
the Poisson point process

o (S) . {BT(t—)—i-s fo<s< T(lf) — T(t—)
AN 0 otherwise

We denote the generic excursion by € = (¢(s) : s > 0) and its first return time to 0 by

p(e) =inf {s > 0:€(s) = 0}.

Proposition 9.1 The drift coefficient and the killing rate of o are d =0 and k =0,
respectively. The Lévy measure of o coincides with the distribution of fp(6 f(e(s))ds
under n, i.e.

M(dz) = n ( /0 " be(s))ds € dx) .

Proof: We split the time interval [0, 7(1)] into excursion intervals. Since Brownian
motion spends zero time at 0, we have

/[)T(l)f(Bs)ds: 3 /T(t) f(Byds = % / ) Bioyis)ds

o<t<1”/7(t=) 0<t<1

(et)
_ Z /P t et 3

0<tL1

where e = (e, : t > 0) is the excursion process (see above). Applying the exponential
formula for Poisson point processes (see e.g. Proposition 12 in section XII.1 in [132]),

we get
plet)
E° [exp{ —A\ Z / fle(s
0<t<1

exp {—n (1 _ exp {—A/ME) f(e(s))ds})}
_ exp{—/(opo) o) (/ Fle(s))ds € dx)}.



Comparison with the Lévy-Khintchine formula establishes the claim. [ |

Another useful observation which stems from excursion theory is the following
independence property.

Corollary 9.2 Let f.,f- : R — [0,00) be two locally integrable functions with
Supp(f+) C [0,00) and Supp(f-) C (—o0,0], respectively. Then the subordinators

(t) (1)
o = / fo(B)ds  and  of = / F(B))ds
0 0
are independent. If moreover f_(x) = fi(—x), then o and o~ have the same law.

Proof: We know from the foregoing that ¢ and o~ are two subordinators in the
same filtration, both with zero drift and zero killing rate. They are determined by their
jump processes. Since jumps correspond to increments of the occupation times on an
interval of excursion of B away from 0, o© jumps only when the excursion process
e takes values in the space of nonnegative paths, whereas ¢~ jumps only when e
takes values in the space of non-positive paths. In particular, o and o~ never jump
simultaneously. By a well-known property of Poisson point processes, their respective
jump processes are independent. Because o™ and o~ are both characterized by their
jumps, they are independent.

Finally, the excursion measure is symmetric, that is n is invariant by the mapping

€ — —e. It follows that o™ and o~ have the same Lévy measure, and hence the same
law, whenever f_(x) = fi(—x). |

9.2.2 Laplace exponent via the Sturm-Liouville equation

The main result of this subsection characterizes the Laplace exponent ® in terms of
the solution of a Sturm-Liouville equation.

Proposition 9.3 For every A > 0, there exists a unique function y : R — [0, 1] such
that:

® ) is a conver increasing function on (—00,0), and a convex decreasing function on
(0,00).

e 1y, solves the Sturm-Liouville equation y" = 2 yf on both (—o0,0) and (0,00), and
yx(0) = 1.

The Laplace exponent of o is then given by

1

d(\) = §(y3(0—) —y\(0+)) .

Proof: We present a proof due to Jeulin and Yor [89], which is based on stochastic
calculus. One can also establish the result by analytic arguments that rely on the
Feynman-Kac formula and Proposition 2.2; see e.g. Ito6 and McKean [83], Jeanblanc
et al. [88] and Pitman and Yor [128].



The existence and uniqueness of y, is a well-known result on the Sturm-Liouville
equation; see for instance Dym and McKean [49]. By stochastic calculus (more pre-
cisely, by an application of the It6-Tanaka formula), the process

M= g(Bo exp {5 (A0 04 6 =X [ F(BIdsy . =0,

is a local martingale. Because My < exp {% (¥A(0—=) — ¥4 (0+)) t} for every s < 7(t),
we can apply Doob’s optional sampling theorem for M at time 7(t). Since l.4) =t
and B,y = 0, we get

(e { 3 0400 01— [ moas}) = 1,

that is

This completes the proof. [ |

The solutions of Sturm-Liouville equations are not explicitly known in general
(see however the hand-book by Borodin and Salminen [26] for a number of explicit
formulas in some important special cases). Nonetheless one can deduce handy bounds
for the Laplace exponent ® in terms of the function f that will be quite useful in the
sequel.

Corollary 9.4 Put F(z) =[5 f(t)dt (x € R) and
Glt) = 2/; (F(z) — F(—2))dz, t>0,

so G in a convex increasing function on [0,00). We write H(s) = inf{t > 0: G(t) >
s}, s >0, for its inverse. Then we have
() ) = 7o
i = .
H(1/A)

As a consequence, if U stands for the renewal measure of o and I for the integrated
tail of its Lévy measure (c.f. Lemma 1.4), then

H(x)

(ii) U(r) < H(x) and I(z) =

Proof: (i) We first suppose that f vanishes on (—oo,0) and start with the integral
Sturm-Liouville equation:

() = 1+ ah (04) +22 [ (/Ot yﬂs)f(s)ds) g, z>0A>0.  (91)

Using the fact that 0 < y, < 1, we deduce the inequality

g (04) < 142 /0 </0tf(s)ds> dt = 1+ \G(z).



Using this with « = H(1/\) gives —y4(0+)H(1/)) < 2.
To establish an lowerbound, we use the fact that y, decreases on [0,00) in (9.1)
to get

(@) = a1 (04) 2 123 [ ([[n@)f($)ds) db = 1+ Xp(0)Ga)

Specifying this for z = H(1/\) gives —yA(0+)H(1/)\) > 1.
We have thus established that

1 < —A(0+H)H(1/N) < 2, A>0

in the special case when f vanishes on (—00,0). By a symmetry argument, the bounds
1 < y\(0—-)H(1/N) < 2, A>0

hold when f vanishes on (0, 00). It is immediate to deduce that

1 /

HI/N = Y2 (0—) = 45(0+)

in the general case; and our statement then derives from Proposition 9.3.

(ii) The estimate for the renewal measure now follows from Lemma 1.4. Since we
know that the drift of o is zero, the second estimate also follows from Lemma 1.4. B

A sharper estimate for ® has been obtained in the form of a Tauberian type
theorem by Kasahara?, under the condition that the indefinite integral F of f is
regularly varying. We quote the result for completeness and refer to Kotani and
Watanabe [102] on page 240 for details of the proof. Thanks to Corollary 9.2, we may
restrict our attention to the case when f vanishes on (—o0,0).

Proposition 9.5 Suppose that f =0 on (—00,0). Then ® is reqularly varying at 0+
(respectively, at o) with index o € (0,1) if and only if F is reqularly varying at oo
(respectively, at 0+) with index (1/a) — 1. In that case,

I'l—a)
C————AY(1/N A—0

RN (=),
where 1 is a slowly varying function at oo (respectively, at 0+ ) such that an asymptotic
inverse of v — xF(x) is v — x°l(x).

(V) ~ (a1 - a))

9.2.3 Spectral representation of the Laplace exponent

The so-called spectral theory of vibrating strings, which has been chiefly developed
by M. G. Krein and his followers, is a most powerful tool for investigating the Sturm-
Liouville boundary value problem that appears in Proposition 9.3. In this subsection,
we will merely state the -tiny- portion of the theory that will be useful for the applica-
tions we have in mind; and refer to Dym and McKean [49] for a complete exposition.

2There is a typographical error in the definition of the constant D, on p. 70 of [92]; see Kotani-
Watanabe [102].



Proposition 9.6 (Krein) Let yy be the function which appears in Proposition 9.3.

(i) There exists a unique measure v on [0,00) with [j; (1 +&)~'v(d§) < oo, such
that for every A\ > 0:

2 B / v(d§)

VA(0=) =55 (04)  Jioeo) A+ &
(ii) There exists a unique measure v on [0,00) with [j; (1 +&)7'D(d€) < oo, such
that for every A > 0:

ya(0—) =33 (0+) / v(d§)
2\ 0o00) A4+ &

When f vanishes on (—o0,0), the measure f(z)dz is sometimes called a string (in fact
Krein’s theory deals with a completely general family of measures). The measure %V in
Proposition 9.6(i) is then known as the spectral measure of the string, and the measure
20 in (ii) coincides with the spectral measure of the so-called dual string dF (x), where
F is the right continuous inverse of the distribution function F(z) = [ f(z)dz.

Krein’s theory yields the following remarkable formulas for the Laplace exponent
® of o and the tail of its Lévy measure II, which seem to have been first observed by
Knight [101] (see also Kotani and Watanabe [102] and Kiichler [103]).

Corollary 9.7 Suppose that f =0 on (—o00,0). We have
(i) There exists a unique measure v on [0,00) with [j; (1 +&)~'w(d€) < oo such that
1 d
LI T R

As a consequence, the renewal measure U(dx) of o is absolutely continuous with den-
sity w given by

u(z) = /[0 o e "u(dg), x>0.

(ii) There exists a unique measure v on [0,00) with [ (1 4 &)7'D(d§) < oo such
that

T(z) = /[O L), w0

Proof: (i) The first assertion follows immediately from Propositions 9.3 and 9.6. To
get the second, just recall that the Laplace transform of the renewal measure is 1/®,
so that by Fubini’s theorem

Az - V(df) B o0 g ot

(ii) Recall that o has zero drift. By an integration by parts in the Lévy-Khintchine
formula, we get

oo o / B ) /
/ e @) = e _ (02) —1n(04) (by Proposition 9.3)
0 A 2\
v(d
/[O,oo) I;\(_fg (by Proposition 9.6 (ii))

_ /0 T ( /[Om) eﬁwﬁ(d§)> dr  (by Fubini).



As the tail of the Lévy measure is decreasing and the Laplace transform of the spectral
measure continuous, this establishes our claim. [ |

In particular, the renewal measure and the Lévy measure both have completely
monotone densities (Hawkes [71] observed that these two properties are equivalent for
any subordinator). It seems there is no purely probabilistic proof for this remarkable
feature.

It is immediately checked that z — logu(z) is a decreasing convex function on
(0,00). In particular, the renewal density can also be expressed in the form

u(z) = cexp{/; ,u(t)dt}

for some decreasing locally integrable function 7 : (0,00) — R. In other words, 7 is
the tail of some measure on (0, 00), and the comparison with Theorem 7.2 shows that
the range of o can be thought of as the set left uncovered by certain random intervals
issued from a Poisson point process with characteristic measure . It would be quite
interesting to have probabilistic evidence of this fact.

9.3 The zero set of a one-dimensional diffusion

The material developed in the preceding section can be applied to the study of the
zero set of a regular linear diffusion in natural scale?, using Feller’s construction that
we now recall.

For the sake of simplicity, we focus on the case when the speed measure is abso-
lutely continuous, though this restriction is in fact superfluous. So let f > 0 be a
locally integrable function such that the support of f is an interval which contains
the origin. The occupation time process A; = f(f f(Bs)ds increases exactly when the
Brownian motion B visits Supp(f) and the time-changed process

Xy = Bawy, t>0, where a(t) = inf{s: A, > t},

is a continuous Markov process. One calls X = (X;,¢ > 0) the diffusion in Supp(f)
with natural scale and speed measure f(z)dz. Its infinitesimal generator is Gg =
% g"/f with the Neumann reflecting condition at the boundary.

When one time-changes Lévy’s local time ¢ of the Brownian motion by «, one
obtains a continuous increasing process which increases exactly on the zero set of X.
Using the approximation

, oy 1 a(t)l ds — 1i 1 tl 1 d
aft) = 55&2?/0 (B,l<c}ds = gi%i?g/o =P ()™

we see that £, is an additive functional of the diffusion. Hence, the local time L of
X at 0 must be L. = cl,(.y for some normalizing constant ¢ > 0. We thus have

L7Yt) = inf{s > 0: Ly >t} = inf{s > 0: Ly > t/c} = Ay -

3Since we are only concerned with the zero set of the diffusion, this induces no loss of generality.



In other words, the inverse local time of the diffusion coincides with the subordinator
o up to a linear time-substitution.

As a first example of application, we present an explicit formula for the fractal
dimensions of the zero set of the diffusion X in terms of its speed measure. Recall
from Theorem 5.1 that the fractal dimensions are given by the lower and upper indices
of the Laplace exponent.

Corollary 9.8 The Hausdorff and packing dimensions of R = {t > 0: X, =0} are
given by

dimpg(R) = sup {p <1: xli%gr 'Y (F(z) — F(—2)) = oo}
dimp(R) = inf {,0 <1: x&rg+ VP (F(z) — F(—x)) = O}

where F(x) = [ f(t)dt.

Proof: For the sake of conciseness, we shall only consider the Hausdorff dimension
which coincides with the lower index

ind () = sup {p <1:lim dMNNF = oo}

A—00

(cf. chapter 3). We know from Corollary 9.4 that ®(\) < 1/H(1/\), where H is the
inverse function of the indefinite integral G(x) = 2 [ (F(t) — F(—t))dt. It follows
immediately that

ind (®) = sup {,0 <1: 1iI61+G<£L‘).T1/p = oo} :

Finally, the obvious bound
z(F(x/2) = F(-z/2)) < G(x) < 22 (F(x) — F(-x))

completes the proof. [ |

As a second illustration, we will use features on random covering to derive a result
originally due to Tomisaki [149], which provides an explicit test to decide whether
two independent diffusion processes ever visit a given point simultaneously. We first
introduce some notation.

Let X = (X;:t>0)and Y = (Y; : ¢t > 0) be two independent regular diffusions
in natural scale; for the sake of simplicity, we shall assume that both X and Y start

from 0. Their speed measures are denoted by dFx and dFy, respectively; we also
write for ¢t > 0

Gy(t) = Q/Ot (Fx(z) — Fx(—2))dz , Gy(t) = z/ot (Fy(2) = Fy(—2)) dz

and Hx and Hy for the inverse functions of Gx and Gy. Recall that Hx and Hy are
concave and increasing.



Corollary 9.9 (Tomisaki [149]) (i) The probability of that X, =Y, = for somet >0
equals one if

/01 H'e () HL (H)dt < 00

and 0 otherwise.

(ii) The probability of the event {X; =Y; = 0 infinitely often ast — 0o} equals one if
1 00
/ HY () HL (8)dt < oo and / H' (8 HL (8)dt = oo
0 1
and 0 otherwise.

Proof: Let Rx and Ry be the zero sets of X and Y, respectively. Denote by ox the
inverse local times of X at 0. According to the observation made at the end of sub-
section 8.2.3, the range Ry of ox can be viewed as the set left uncovered by random
intervals issued from a Poisson point process with characteristic measure px. Idem
for Ry with a characteristic measure py. Because X and Y are independent, the
intersection of their zero sets can thus be thought of as the closed subset of [0, c0) left
uncovered by random intervals issued from a Poisson point process with characteristic
measure [ty + fy.

(i) We apply Theorem 7.2. The probability that Rx MRy reduces to {0} is one if

[ e { [ Guxts) + i (s)) ds} e = oo 9.2)

and zero otherwise. Writing ux and wuy for the renewal density of Rx and Ry and
applying (7.1), we see that (9.2) is equivalent to

/ Cux(Duy (Bt = .

Recall from Corollary 9.7 that ux decreases, so the latter is also equivalent (in the
obvious notation) to

1
/0 U (1)d (—uy (1)) = o0
Using then the estimate of Corollary 9.4(ii), we deduce that
1
(9.2) — /0 Hx(t)d (—uy (1)) = oo.
Finally, integrate by parts and apply again Corollary 9.4(ii) to derive

(9.2) = /01 H () HY (1) dt = oo

(ii) The proof rests upon similar arguments and Corollary 7.4. ]

In the literature, there exist many other examples of applications of the spectral
representation of the Laplace exponent ®. See in particular Bertoin [7], Kasahara
[92], Kent [94, 95], Knight [101], Kotani and Watanabe [102], Kiichler [103], Kiichler
and Salminen [104], Tomisaki [149], Watanabe [150, 151] and references therein.
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